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Preface

By about 1973, recent publications and advances in well test analysis were numerous enough to justify
some type of update to C. S. Matthews' and D. G. Russell's monograph, Pressure Buildup and Flow Tests in
Wells. In 1974, the Monograph Committee asked me to prepare an updated monograph that would include
enough information to stand alone, rather than to just be a supplement or an update to the Matthews-Russell
monograph. Although this book draws heavily on information in Pressure Buildup and Flow Tests in Wells, it
is my belief that it can be used for most well test analysis situations without requiring other material.

In the mid-1960s, when the Matthews-Russell monograph was being prepared, reservoir simulation, and
particularly the application of reservoir simulation to well test problems, was in its infancy. Subsequently,
there has been a significant expansion of knowledge about well testing, much of it a result of the application
of reservoir simulators. Publication of this monograph does not imply the belief that such advances will not
continue, for they certainly will. I expect that there will be updated well test analysis monographs at regular
intervals for many years to come.

The subject of this monograph is a broad and general one that is hard to define completely and concisely.
| have attempted to present a valid and useful range of information rather than a completely comprehensive
treatment (which would require many times the present length). As a result, there are many compromises. A
high degree of technical accuracy (not always available) is sometimes sacrificed to provide methods with
practical utility. Many available testing and analysis techniques are just referenced, while only the essence of
others is presented, without consideration of minor qualifications and special cases that often appear in the
original articles. In writing this book, I have made many value judgments, not only as to the accuracy and
validity of a particular technique, but also as to its practical application and utility to the engineer. In general,
I have attempted to provide information that can be used readily for practical and real problems. Most parts of
the monograph give guidelines for applicability of various analysis techniques. One set of nomenclature is
applied to all types of well testing. To show the interrelation and the minor differences between various tests,
I include in Appendix E a comparison table that should be useful to the frequent monograph user.

The monograph is not written as a textbook or to provide theoretical background. There are no derivations,
although the method for deriving some of the equations is suggested. The reader must return to the original
reference material cited to find derivations. Worked examples are an important part of this monograph —
more than 50 are included to illustrate analysis techniques presented and, frequently, to emphasize practical
problems that arise in well test analysis.

I believe that most users of this monograph will find it logically organized and readily applicable to many
well testing problems. Nevertheless, there will arise many situations for which the answer does not appear in
this monograph and which will require further research on the part of the reader. As years pass, many
currently unanswered questions will be answered; it is hoped that the next volume covering this subject will
include many of those new answers.

Littleton, Colorado ROBERT C. EARLOUGHER, JR.
February, 1976






Chapter 1

Introduction

1.1 Purpose

In 1967. Matthews and Russell published the first com-
plete, cohesive treatment of well testing and analysis.! The
Matthews-Russell monograph has become a standard refer-
ence for many petroleum enginecrs. Since the publication of
that monograph, more than 150 additional well test analysis
technical papers have been published. Those papers have
extended the scope of well test analysis, publicized many
new problems. provided solutions for previously unsolved
problems, and changed the approach to some phases of well
test analysis. Thus, it is appropriate to provide an updated
monograph dealing with advances in well test analysis in a
manner that presents an up-to-date treatment of the state of
the art.

Enough material is presented so that this book can be used
alone rather than solely as a supplement to the Matthews-
Russell monograph. Matthews and Russell have presented
the applicable history, the theoretical background of fluid
flow, and the derivation of most of the equations used in well
test analysis. Therefore, this monograph does not treat those
subjects in detail, but refers to more rigorous treatment. The
theory is brief and simple and derivations are minimized,
since a detailed understanding of the mathematics involved
in developing well test analysis equations is not necessary
for correct engineering application. However, an under-
standing is often required of what a given method physically
represents for appropriate engineering application. Thus, an
attempt is made to be conceptually clear about different
analysis techniques and to present estimates of the range of
applicability. Examples illustrate most analysis techniques.

1.2 Use of Pressure Transient Testing in Petroleum
Engineering

Reliable information about in-situ reservoir conditions is
important in many phases of petroleum engineering. The
reservoir engineer must have sufficient information about
the reservoir to adequately analyze reservoir performance
and predict future production under various modes of opera-
tion, The production engineer must know the condition of
production and injection wells 10 coax the best possible
performance from the reservoir. Much of that information
can be obtained from pressure transient tests.

Pressure transient lesting techniques, such as pressure
buildup, drawdown, injectivity, falloff, and interference,
are an important part of reservoir and production engineer-
ing. As the term is used in this monograph, pressure trans-
ient testing includes generating and measuring pressure var-
iations with time in wells and, subsequently, estimating
rock, fluid, and well properties. Practical information ob-
tainable from transient testing includes wellbore volume,
damage, and improvement; reservoir pressure; permeabil-
ity; porosity: reserves; reservoir and fluid discontinuities;
and other related data. All this information can be used to
help analyze, improve, and forecast reservoir performance.

It would be a mistake to either oversell or undersell
pressure transient testing and analysis. It is one of the most
important in a spectrum of diagnostic tools. In certain situa-
tions it is indispensable for correct well or reservoir analysis;
for example, in definition of near-wellbore and interwell
conditions as opposed to composite properties that would be
indicated by steady-state productivity index data. In other
cases, a simpler approach is adequate, or a different or
combined approach is needed to solve a problem.

Consider the case of a pumping oil well with substantial
production decline. It usually would be inappropriate to run
a pressure buildup test without first determining whether the
problem was merely a worn pump and high working fluid
level or some other mechanical problem. If a simple ap-
proach fails to identify the problem. a pressure buildup test
could be indispensable in pinpointing that the specific prob-
lem is related to damage at or near the formation face rather
than to rapid reservoir depletion.

On the other hand. even with the most complex and
thorough transient analysis, a unique solution often is not
possible without considering other information. Pressure
interference or pulse testing could establish the possible
existence and orientation of vertical fractures in a reservoir.
However, other information (such as profile surveys, pro-
duction logs, stimulation history, well production tests,
borehole televiewer surveys or impression packer tests, core
descriptions, and other geological data about reservoir
lithology and continuity) would be useful in distinguishing
between directional permeability and fractures or estimating
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whether the fractures were induced or natural.

In practice, engineering application of pressure transient
analysis is often limited by (1) insufficient data collection;
(2) inappropriate application of analysis techniques; or
(3) failure to integrate other available or potentially avail-
able information. Most practicing engineers are aware of
instances where a definitive analysis has been precluded
by a lack of accurate early pressure and withdrawal infor-
mation or prior base data for comparative purposes.

It is generally good practice to run a base pressure trans-
ient test on a producing well shortly after completion or on
an injection well after a suitable period of injection. This can
lead 1o early recognition and correction of many problems,
of which insufficient stimulation is only the most obvious.
Such tests also provide in-situ data for reservoir simulation
and a base for comparison with reservoir or well problems as
they arisc.

1.3 Organization, Scope, and Objectives

The data in this monograph should enable the petroleum
engineer to design. conduct. and analyze pressure transient
tests to obtain reliable information about reservoir and well
conditions. Each chapter is, as nearly as possible, an inde-
pendent unit. For completeness. Chapter 1 includes a short
discussion of unit conversion factors and the ST (metric) unit
system. Appendix A provides a list of conversion factors
and a tabulation of some of the more important equations in
oilfield units. groundwater units, and three sets of metric
units,

Chapter 2 is a summary of transient fluid flow behavior
and sets the stage for all transient test analysis procedures in
the text. The approach is a pragmatic one that provides the
reader with material to derive methods of test analysis and to
calculate expected transient response in wells. Since recent
advances have moditied some older methods, we attempt to
integrate and present what appears to be best current en-
gineering practice. Many research studies, invaluable in
themselves for providing insight or cross-checks on the
validity of other work. are not necessarily suitable for direct
field application. Others, although complex. provide ways
to estimate important reservoir properties. In situations
where only minor differences in accuracy would result by
using simpler methods, preference has been given to the
simpler method. Nevertheless, test analysis procedures in
the monograph may be used without complete understand-
ing of Chapter 2. Appendix B presents a detailed theoretical
treatment of the use of superposition (o generate new solu-
tions that may be useful to some readers. Appendix C
presents a wide range of dimensionless solutions incorporat-
ing various geometries and boundary conditions.

The chapters describing basic testing and analysis tech-
nigues utilize the flow theory of Chapter 2, but otherwise
stand alone. Since the primary thrust of the monograph is
toward the practicing engincer, an cffort has been made to
set bounds and define the range of applicability of various
solutions or techniques. Chapter 3 covers pressure draw-
down testing, the most theoretically simple form of pressure
transient testing. It also introduces type-curve matching.
That relatively new (to the petroleum industry) approach
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allows the engineer to effectively use more sophisticated
transient solutions incorporating wellbore storage effects,
deep fracturing. complex boundary conditions, etc., when
simpler analysis techniques are not applicable.

Chapter 4 covers multiple-rate testing and discusses how
superposition may be used where variable rates are in-
volved. Chapter 5 treats pressure buildup test analysis; and
Chapter 6 presents methods for estimating average pressure
for well drainage areas and the entire reservoir. Chapter 7
deals with injection well testing, a matter of ever-increasing
importance. Chapter 8 discusses drillstem test analysis.

Chapter 9 gives transient testing techniques utilizing more
than one well. Chapter 10 covers the effects of reservoir
heterogeneitics on pressure behavior. Chapter 11 provides
more detailed information on the effects of wellbore storage
and induced fractures on pressure transient behavior, Chap-
ter 12 briefly discusses computer methods: and Chapter 13
considers design and instrumentation of pressure transient
tesls.

Appendix D presents methods and correlations for es-
timating many reservoir rock and fluid properties; and Ap-
pendix E summarizes well test analysis equations.

1.4 Nomenclature and Units

As much as possible, the standard symbols adopted by the
Society of Petroleum Engineers of AIME** are used
throughout this monograph. **Oilfield units"” are used in
equations consistently: flow rate, ¢, is in stock-tank barrels
per day; permeability, k, is in millidarcies; time, 7, is in
hours; viscosity, u, is in centipoise; compressibility, ¢, is in
volume/volume/pounds per square inch; and porosity, ¢, is
always used as a fraction, Units are included in the nomen-
clature list. Occasionally, different units are used to be con-
sistent with industry usage; such cases are clearly identified.

Throughout the monograph, a positive flow rate, ¢ > 0,
signifies production. while a negative tlow rate, ¢ < 0,
designates injection. The sign convention requires that the
correct sign be given to slopes of various data plots. That
results in some equations that are slightly different from
forms commonly seen in the literature. However, this is a
practical way to approach transient test analysis.

We expect that metric units eventually will be the only
accepted units in engineering. For that reason, Appendix A
provides information outlining the definition of the “*SI™
units of weights and measures, along with factors for con-
verting to SIfrom customary units, Sl is the official abbrevi-
ation. in all languages, for the International System of Units
(les Systéme International d’Unités). The International Sys-
tem is neither the centimetre-gram-second (cgs) system nor
the metre-kilogram-second (mks) system. but is a modern-
ized version of mks. A complete description of Sl is pre-
sented by Hopkins.® The American Petroleum Institute has
proposed a set of metric standards for use in the petroleum
industry.® Most nations are gravitating toward exclusive use
of SI, so SI units are given top billing in the conversion
tables in Appendix A.

Tables A1 and A .2 provide general information about the
SI system. Table A.3 gives values for physical constants
useful in petroleum engineering. Table A.4 gives general
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conversion factors. Table A.5 presents conversion factors
that include permeability. Table A.6 deals with tempera-
ture scales and conversions. Finally, Table A.7 compares
units and equations for well testing from five unit systems.
Oilficld units are used exclusively throughout the remainder
of this monograph.

In this monograph, the term permeability (k) is sometimes
used even though the terms mobility (k/w) or mobility-
thickness product (kh/p) may be more appropriate. This is
done because permeability is a property of the rock rather
than a combined property of rock and fluid. Even though this
convention is used, it is important to recognize that the
mobility-thickness product almost always appears as a unit
in the flow and transient test analysis equations. Similarly,
porosity (¢) is sometimes used rather than the commonly
associated porosity-thickness product (¢h) or porosity-
compressibility-thickness (/) product.
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Chapter 2

Principles of Transient Test Analysis

2.1 Introduction

This chapter summarizes the basic transient flow theory
for the well testing and analysis techniques presented in this
monograph. An understanding of the following material
should clarify the techniques presented later, as well as
allow the reader to devise additional testing and analysis
technigues. Nevertheless, itis possible to use the material in
Chapters 3 through 13 without a thorough reading and un-
derstanding of this chapter.

All basic theory needed in the monograph is summarized
here. We neither derive the basic flow equations nor show
how to solve them. Rather. a general equation is used for
transient pressure behavior with dimensionless pressure so-
lutions for the specific conditions desired. Some important
dimensionless pressure functions are presented in this chap-
ter and in Appendix C, and references to others are pro-
vided. The dimensionless pressure approach provides a way
to calculate pressure response and to devise techniques for
analyzing transient tests in a variety of systems.

Sections covering wellbore storage effects and wellbore
damage and improvement are included, since those effects
have a significant influence on transient well response. The
reader is encouraged to study those sections, even if he only
scans the rest of the chapter. Chapter 11 provides additional
information about the effects of those two quantities.

2.2 Basic Fluid-Flow Equation

The differential equation for fluid flow in a porous
medium, the diffusivity equation, is a combination of the
law of conservation of matter, an equation of state, and
Darcy’s law."* When expressed in radial coordinates, the
diffusivity equation is*

6'“’p+lc':}p= 1

1 6p buc, dp @)
or? rar  0.0002637 ko @

0.0002637 k ar o

Matthews and Russell' present a derivation of Eq. 2.1 and
point out that it assumes horizontal flow, negligible gravity
effects, a homogeneous and isotropic porous medium, a
single fluid of small and constant compressibility, and ap-
plicability of Darcy’s law, and that w, ¢, k, and ¢ are

*Symbeols and units are defined in the Nomenclature. Normally,
only deviations from that list are discussed in the text.

independent of pressure. As a result of those assumptions,
and since the common boundary conditions are linear, Eq.
2.1 is lincar and readily solved. Therefore, solutions (di-
mensionless pressures) may be added together to form new
solutions, as indicated in Section 2.9. If ¢, w. ¢;, or k are
strong functions of pressure, or if varying multiple fluid
saturations exist, Eq. 2.1 must be replaced by a nonlinear
form. That equation usually must be solved using computer
analysis methods (numerical reservoir simulation) beyond
the scope of this monograph.

Boundary conditions are an important factor in solutions
to Eq. 2.1. Most transient-test analysis techniques assume a
single well operating at a constant flow rate in an infinite
reservoir. That boundary condition is useful because every
well transient is like that of a single well in an infinite
reservoir — at early time. At later times the effects of other
wells, of reservoir boundaries, and of aquifers influence
well behavior and cause it to deviate from the **infinite-
acting"’ behavior. Thus, different solutions to Eq. 2.1 are
required for longer time periods. Superposition or other
solutions are needed to include other factors, such as gradu-
ally changing rate at the formation face (wellbore storage),
hydraulic fractures, layered systems, or the presence of
multiple fluids or boundaries. Many of those solutions are
presented in Appendix C and Chapters 10 and 11; Matthews
and Russell' present others. The solution for a constant-
pressure well is given in Chapter 4.

Although Eq. 2.1 appears to be severely restricted by its
basic assumptions, under certain circumstances it can be
applied to both multiple-phase flow and gas flow, as indi-
cated in Sections 2. 10and 2.11.

2.3 Solutions to the Flow Equation — Dimensionless
Quantities

Comprehensive treatments of transient well testing nor-
mally use a general approach for providing solutions to the
diffusivity equation, Eq. 2.1. Such an approach provides a
convenient way of summarizing the increasing number of
solutions being developed to more accurately depict well or
reservoir pressure behavior over a broad range of time,
boundary, and geometry conditions. The general solutions
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rely on the concepts of dimensionless pressure and dimen-
sionless time. explained later in this section. Some solutions
are identical 1o others in certain time ranges, but are signifi-
cantly different in others. Thus, throughout the monograph,
guidelines indicate where complex solutions are needed and
where the simpler solutions normally give adequate results.

An unfortunate consequence of the generalized
dimensionless-solution approach is that the dimensionless
parameters do not provide the engineer with the physical feel
available when normal dimensional parameters are used.
For example, a real time of 24 hours may correspond Lo a
dimensionless time range from about 300 for a tight gas
reservoir to more than 107 for a highly permeable oil reser-
voir. The pressure corresponding to a 24-hour time in those
two situations might vary by hundreds of pounds per square
inch. Fortunately. after one works long enough with dimen-
sionless variables, one does begin to get a feel for them.
Nevertheless., itis always good practice to calculate physical
guantities from dimensionless ones: that is easily done be-
cause physical quantities are directly proportional 1o dimen-
sionless quantities,

The dimensionless-solution approach can be illustrated
by starting with the familiar steady-state radial flow
equation:

q = 0.007082 Kh(pe = pi) |
B In(r.lr,)

This equation may be solved for the pressure difference,
P — Po = 141.2 gBu In(r,./r.).
kh

Changing to dimensionless form, the radial flow equation
becomes

Pe — Py = 141.2 "fh“ P

where

pu = In(r.fr,).

Thus. the physical pressure drop in the steady-state radial-
fTow situation is equal to a dimensionless pressure drop,
which in this case is simply In(r,/r,.). times a scaling factor.
The scaling factor depends on flow rate and reservoir prop-
erties only. The same concept applies to transient flow
and to more complex situations — only the dimensionless
pressure is different. It is this generality that makes the
dimensionless-solution approach useful.

The advantages of the dimensionless form occur, as indi-
cated previously, when situations get more complex. In
general terms, the pressure at any point in a single-well
reservoir being produced al constant rate, g, is described
with the generalized solution of Eq. 2.1:

pi—pltr)=141.2 qBu

kh
[Pu (ty. rp. Cp. geometry, ...) + s]. ......... (2.2)
where p; is the initial, wniform pressure existing in the
reservoir before production or injection; g is the constant
surface [low rate; k. A, and p are constant reseryoir proper-
ties; py, Is the dimensionless-pressure solution to Eq. 2.1

5

for the appropriate boundary conditions; and s is the skin
effect. a dimensionless pressure drop assumed to occur
at the wellbore face as a result of wellbore damage or im-
provement.**® Skin effect, s, only appears in Eq. 2.2 when
rp = 1. (See Section 2.5.)

In rransient Mlow, py, is alwayvs a function of dimensionless
time.

0.0002637 ki
bper,®

when based on wellbore radius, or

0.0002637kr (, )
ny — =4 - .
duc,A A

when based on total drainage area. Dimensionless pressure
also varies with location in the reservoir, as indicated in Eq.
2.2 by the dimensionless radial distance from the operating
well,

T s b bl S S S e (2.4)

The point location also may be expressed in Cartesian coor-
dinates. Dimensionless pressure is also affected by system
geometry, other system wells, the wellbore storage coeffi-
cient of the producing well, anisotropic reservoir charac-
teristics. fractures. radial discontinuities, and other physical
features.

Dimensionless pressure, py,, is a solution to Eq. 2.1 for
specific boundary conditions and reservoir geometry. Prac-
tically speaking, dimensionless pressure is just a number
given by an equation. a table, or a graph. Some expressions
for py, are given in Sections 2.4, 2.7, and 2.8, and Appendix
C. The dimensionless-pressure approach is used throughout
this monograph because of its simplicity and general ap-
plicability in well-test development and analysis. The ap-
proach, which is easy to apply, results in simple, general
cquations that apply to any set of reservoir properties. It is
casily adapted to mathematical manipulation and superposi-
tion (Section 2.9), so more complex systems can be con-
sidered. For simplicity. the following conventions apply
throughout this monograph:

I. Although dimensionless pressure is generally a func-
tion of time, location, system geometry, and other variables,
we commonly write pp(ty, ...). py(ty). or just py. Dimen-
sionless pressure. py, is a number that may be obtained
from an equation, figure or table; it scales linearly to real
pressure,

2. The symbol r, always refers to dimensionless time
calculated from Eq. 2.3a using the wellbore radius. It is
clearly indicated when dimensionless time is based on some
other dimension. Dimensionless time is just real time multi-
plied by a scale factor that depends on reservoir properties.

3. Eq. 2.2 includes the van Everdingen-Hurst>® skin
factor. That factor appears only when calculating Ap for a
producing or injecting well. In general, s is not shown in
equations unless it is specifically used. The reader should
recognize that adding s is necessary under the appropriate
circumstances.

The following example illustrates the use of Eq. 2.2 to
estimate flowing well pressure in a closed system.



Example 2.1 Estimating Well Pressure

Estimate the pressure at a well located in the center of a
closed-square reservoir after it has produced 135 STB/D of
dry oil for 15 days. Other data are®

pi = 3,265 psi ¢=0.17

k, =90 md ¢, =2.00x 1075 psi~!

He=132cp r. = 0.50 ft

B,=1.02RB/STB 4 =40acres = 1,742,400 sq ft
h=47ft s=0.

Curve A of Fig. C.13 is used for p, since it applies to a
closed-square system with a well at the center,
Using Eq. 2.3b,

tpy = (0.0002637)(90)(15 x 24)
(0.17)(13.2)(2.00 X 10-%)(1,742,400)

=0.109,

From Curve A of Fig. C.13, py(tps = 0.109) = 6.95,
Rearranging Eq. 2.2 and substituting values,

Puer(l, 1) = 3,265 — (141 2(—1—3—5)-( ! 92)“32) (6.95)
(90)(47)

= 2,843 psi.

Fig. 2.1 schematically illustrates three transient flow re-
gimes for a closed drainage system. Dimensionless pressure
is shown as a function of both 1, and log (tp,,). The portion
marked A is the early transient or infinite-acting flow re-

*In the examples in this monograph, data values are not always
stated to their full number of significant digits. In such cases, values
are assumed to have three significant digits with significant zeroes
omitted. Computations are usually done using the intermediate
values shown. When intermediate values are not shown, all com-
puted digits have been used and the final result has been rounded
Il
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gime; we prefer the term “‘infinite-acting™’, since all wells
act as if they were alone in an infinite system at short flow
times. The infinite-acting period is characterized by a
straight line on the semilog plot, Fig. 2.1b. The portion of
the curves labeled C in Fig. 2.1 is the pseudosteady-state
flow regime that occurs in all closed systems. During
pseudosteady-state flow, pressure changes linearly with
time, as shown in Fig. 2.1a. The B portion of the curves
is the transition period between infinite-acting and
pseudosteady-state flow.

In Fig. 2.1, flow is transient at all times. Some systems
exhibit true steady-state behavior with p, constant. Those
systems arc most commonly observed in laboratory core
flooding and permeability measurement experiments; they
also may exist in fluid injection projects with balanced
production and injection and in reservoirs with a strong
natural water drive.

2.4 Dimensionless Pressure During the Infinite-Acting
Flow Period

Fig. 2.2 is a schematic representation of a single well
producing at constant rate ¢ in an infinite, horizontal, thin
reservoir containing a single-phase, slightly compressible
fluid. When the assumptions of Eq. 2.1 are satisfied, Eq.
2.2, with p,, from Fig. 2.3, describes the pressure behavior
atany point in the system. Fig. 2.3 shows p,, is a function of
ip and of 1y, the dimensionless radial distance from the well,
for the infinite-acting system. (Fig. C.1 is a full-scale grid-
ded version of Fig. 2.3.) Whenry, = 20 and t,/r,2 = 0.5, or
when,/r,* = 25, ther;, = 20 and the “*exponential-integral
solution™ lines on Figs. 2.3 and C.1 are essentially the
same, so pp, depends only on #,/r,? under those conditions.*
The exponential-integral solution'* (also called the line-
source or the Theis” solution) to the flow equation is

(a)

D
(=]
I

w
[=]
I

rS
o
!

o
(=]

20

DIMENSIONLESS PRESSURE, Po

1 |

1 1 | 1 ! 1 1

L. (b)

1 1 1

0 ! 2 3 4 5 6 7 8 9
DIMENSIONLESS TIME, tpg

10 10-3 10-2 10-1 I 10

DIMENSIONLESS TIME, tpa

Fig. 2.1 Transient flow regimes: A — infinite acting; B — transition: C — pscudosteady state. Data from Earlougher and Ramey? for a
4:1 rectangle with the well at X/L = 0.75, wW = 0.5.
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o —
Poltp,tp)= — % EI( 4:: ) o (S (2.5a)
- é [ In(epirp?) +0.80907]. ........ (2.5b)

Egq. 2.5b may be used when
fnff';;z = IO(J. ............................ [2.6}

but the difference between Eq. 2.5a and Eq. 2.5b is only
about 2 percent when p/r,* > 5. Thus, for practical pur-
poses, the log approximation to the exponential integral is
satisfactory when the exponential integral is satisfactory.
Nevertheless, the more accurate limit of Eq. 2.6 is used in
this monograph.

The exponential integral is defined by

Values may be taken from tables'® or may be approximated
from

Ei(—x) =~ In(x) + 0.5772 forx <0.0025. ..... (2.7b)

At the operating well ry, = 1. sorpfrp* = 1. Since 1y, > 100
after only a few minutes for most systems, there is practi-
cally no difference between the two forms of Eq. 2.5, as
illustrated by the following example.

Example 2.2 Estimating Pressure vs Time History
of a Well

Use the exponential-integral solution and the data of Ex-
ample 2.1 to estimate the pressure vs time relationship for a
well in an infinite-acting system.,

We calculate p,., at | minute and at 10 hours to illustrate
the procedure; final results are shown in Fig. 2.4. From
Eq. 2.3a,

Fig. 2.2 Infinite system with a single well.

) (0.0002637)(90) ¢ )
(0.17)(13.2)(2.00 % 10~%)(0.50)*
=2,1151.
At 1 minute, 1, = (2,115)(1/60) = 35.25. The exponential-
integral solution, Eq. 2.5a. applies because ,,/r;,* = 35.25/1
> 25. However, since 1y/rp® = 35.25 < 100, the log
approximation, Eq. 2.5b, should not be used. Using
Eq. 2.5a and evaluating pp, from Fig. C.1, we get pp(tp =
35.25) = 2.18. Then. rearranging Eq. 2.2,
Purlt = | minute)
(90)(47)
= 3,265 — (60.67)(2.18) = 3,133 psi.

At 10 hours, 1;, = (2,115)(10) = 21,150 and the log approx-
imation. Eq. 2.5b, can be used:

po=1 [In@1,150/1) + 0.80907]
= 5.384,
S0
Pt = 10 hours) = 3,265 — (60.67)(5.384)
= 2,938 psi.
”? 10 T T T T
w
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Fig. 2.3 Dimensionless pressure function at various dimensionless
distances from a well located in an infinite system. After
Mueller and Witherspoon.®

3150

8
o

2950

— EXPONENTIAL INTEGRAL SOLUTION
- —= LOG APPROXIMATION TO
EXPONENTIAL INTEGRAL SOLUTION

2850 1 ] 1
10-2 10°! 1 o] 102

PRODUCING TIME, t, HR

FLOWING PRESSURE, Pwf: PsI

Fig. 2.4 Calculated pressure response for a well in an
infinite-acting system. Example 2.2,
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The response from 0.01 hour (0.6 minute) to 100 hours is
shown in Fig. 2.4. The dashed line is the log approximation
for 1;/r;,% < 100; after that time the two lines coincide. Note
how well the two solutions (Egs. 2.5a and 2.5b) agree, even
for 1;,/rp* = (2,115)0.01)/1 = 21.

As mentioned previously. all wells are infinite-acting for
some time after a change in rate. For drawdown, the dura-
tion of the infinite-acting period may be estimated from
_bpcA

Y e romr g
0.0002637% ") o

Toin =
where 1, at the end of the infinite-acting period is given in
the “*Use Infinite System Solution With Less Than 1% Error
forz,, <" columnof Table C, |. For a well in the center of a
closed circular reservoir, (fy4),5, = 0.1 and

380 dpcA

loin = _;C_ .

Equations for buildup are given in Section 5.3

2.5 Wellbore Damage and Improvement Effects

There are several ways to quantify damage or improve-
ment in operating (producing or injecting) wells. A favored
method represents the wellbore condition by a steady-state
pressure drop at the wellface in addition 10 the normal
transient pressure drop in the reservoir. The additional pres-
sure drop. called the “*skin effect,” occurs in an infinitesi-
mally thin **skin zone.""** In the flow equation, Eq. 2.2. the

Pi
PRESSURE PROFILE
IN FORMATION

Pl

"w

r, FT

Fig. 2.5A Pressure distribution around a well with a positive
skin factor.

POSSIBLE ACTUAL PROFILE
rE'l'f_/

Ops PRESSURE mrur/

- IN FORMATION
RIGOROUS SKIN

CONCEPT PROFILE

T
L r, FT

Fig. 2.5B Pressure distribution around a well with a negative
skin factor.
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degree of damage (or improvement) is expressed in terms of
a “'skin factor."" s, which is positive for damage and nega-
tive for improvement. It can vary from about —35 for a
hydraulically fractured well to +2 for a well that is too badly
damaged to produce. Eq. 2.2 indicates the pressure drop at a
damaged (or improved) well differs from that at an undam-
aged well by the additive amount

Ap, = 141.2 9By 8 e w0 5 (2.9)
kh

Fig. 2.5A illustrates the idealized pressure profile for a
damaged well (s > 0). Since the damage-zone thickness is
considered to be infinitesimal, the entire pressure drop
caused by the skin occurs at the wellface. The thin-skin
approximation results in a pressure gradient reversal for
wellbore improvement (s < (), shown in Fig, 2.5B. Al-
though this situation is physically unrealistic, the skin-factor
concept is valuable as a measure of wellbore improvement.
A more physically realistic pressure profile for the negative
skin situation is also shown in Fig, 2.5B.

It the skin is viewed as a zone of finite thickness with
permeability k., as shown in Fig. 2.6, then!!

.x=(k —-l)ln(r-*). ................... (2.10)
A‘M l?‘l('

Either 5. k. or r, may be estimated from Eq. 2.10 if the
other two parameters are known,

Itis also possible to define an apparent wellbore radius for
use in Eqgs. 2.3 and 2.4 so the correct pressure drop at the
well results when s = 0 is used in Eq. 2.2:"2

- — 5
Fipn = f'“-e

For positive s, r, < r.;for negatives, r,, = r,.

Egs. 2.2 and 2.9 show that the skin factor simply in-
creases or decreases the pressure change at a well propor-
tional to the flow rate of that well. When dimensionless
pressure functions include the skin factor (for example,

FINITE SKIN

WELLBORE

&

Fig. 2.6 Skin zone of finite thickness,
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Figs. C.6 and C.7), it should not be included explicitly in
Eq. 2.2. Dimensionless pressure functions that include the
skin factor are particularly useful when the skin zone ex-
tends for some distance rather than being concentrated
within a few feet of the wellbore. The skin-factor concept is
used only for pressures at the well. When the skin affects
some 7, around the well, the pressure profile in that region
will be modified (for example, see Fig. 2.5B). In such
situations, special p, functions that include s mustbe used to
determine pressures near the well. When using Eq. 2.2 to
estimate pressure at distances greater than 7. or r,, the s
term is omitted, and normal py,’s are used.

The flow efficiency (also called the condition ratio) indi-
cates the approximate fraction of a well’s undamaged pro-
ducing capacity. It is defined as the ratio of the well’s actual
productivity index to its productivity index if there were no
skin.! For closed systems, the flow efficiency is

‘M _— k_p_u'f_ AP.\\
Jideal P = Pur
Although the drainage-area average pressure, p, should be
used in Eq. 2.12, it is frequently permissible to use the
extrapolated buildup pressure.' p*. Flow efficiency depends
on the flowing pressure, p,, and thus it depends on how
long the well has been operating unless the well is at
pseudosteady-state conditions. (At pseudosteady state, p —
Pur is constant.) For wells operating at true steady state. p
should be replaced by p,., the pressure that the area will reach

after extended shut-in.

The damage ratio and damage factor are also relative
indicators of wellbore condition, The inverse of the flow
efficiency is the damage rario:

f‘“ﬂ’ — S i - [T SSU. (2.13)

actual P = Pur— Ap;
By subtracting the flow efficiency from 1, we obtain the
damage factor:

(i== i:u‘rlml = Apx .

Jii’l‘.‘!i t[_’ = Puy
The following example illustrates the wellbore damage
indicators.

Example 2.3 Wellbore Damage Indicators

A pressure buildup-test analysis for a well with ¢ = 83
STB/D,B = 1.12RB/STB, . = 3.15¢p, h = 12 ft, r,, =
0.265 ft, and p — p,; = 265 psi gave k& = 155 md and
s = 2.2, Find the pressure drop across the skin, the flow
efficiency, the damage ratio, the damage factor, and the
apparent wellbore radius,

Using Eq. 2.9,

Ap, = (141.2)(83)(1.12)(3.15) (5 9y = 49 psi.

(155)(12)

The flow efficiency is estimated from Eq. 2.12;

265

Using Eq. 2.13, the damage ratio is

percent.

= 429,

0.82
and using Eq. 2.14, the damage factor is
1 — 0.82 = 0.18.
The apparent wellbore radius is estimated from Eg, 2.11:

Damage at this well is reducing production to about 82
percent of the value that could be expected without damage
or stimulation.

Wells completed with only a part of the formation thick-
ness open to the wellbore can appear to be damaged. Partial
penetration (wells not drilled completely through the pro-
ductive interval) and partial completion (entire productive
interval not perforated) are examples.'® (Sec¢ Section 11.4
for more information and references.) Fig. 2.7 shows
theoretical **pscudoskin®™ factors for partially penetrating
wells. The skin factor estimated from a transient test would
be that given by Fig, 2.7 if there were no true physical
damage (or improvement) at the well. If there is physical
damage, the calculated skin factor is higher than indicated
by Fig. 2.7,

Skin factors estimated from transient tests on hydrauli-
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Fig. 2.7 Pseudoskin lactor for partially penetrating wells, After
Brons and Marting.'?
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cally fractured wells are generally negative. Fig. 2.8 com-
pares the dimensionless pressure for an ideal, undamaged,
unstimulated well with that for a hydraulically fractured well
with a half-fracture length of 31.63 r,.. At small 1. the
difference between the two dimensionless pressure curves.,
which is s (Eq. 2.2), varies; at larger 1, that difference is
constant. This indicates that reasonable skin values can be
estimated from transient tests for many hydraulically frac-
tured wells. However, when large fracture jobs are known to
have been performed, the fracture should be accounted for
by analyzing well tests using the type-curve matching
method (Section 3.3) with Figs. C.3.C.4,C.5,C.17,C.18,
or C.19. An important feature of all the log-log plots of
fractured-well p,, data is the slope of % at small r,,. This
slope also will be observed on a log-log plot of transient
pressure difference data from fractured wells, unless it is
obscured by wellbore storage. Section 11,3 provides addi-
tional details.

2.6 Wellbore Storage

Wellbore storage, also called afterflow, afterproduction,
afterinjection. and wellbore unloading or loading, has long
been recognized as affecting short-time transient pressure
behavior.*!* More recently, several authors'"2 have con-
sidered wellbore storage in detail. It is easy o see that liquid
is stored in the wellbore when the liquid level rises. That
situation occurs when a pumping well without a packer is
shut in; indeed. bottom-hole pressure is often deduced by
measuring liquid level. When wellbore storage is signifi-
cant, it must be considered in transient test design and
analysis. If it is not considered, the result may be an analysis
of the wrong portion of the transient test data, the deduction
of nonexistent reservoir conditions (faults, boundaries,
ete.), or an analysis of meaningless data. Fortunately, the
effects of wellbore storage usually can be accounted for in
test analysis — or can be avoided by careful test design.

The wellbore storage constant (coefficient, factor) is
defined'" by

C=BY i (2.15)
Ap

s
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Fig. 2.8 Comparison of dimensionless pressures for an ideal
well and for a well with a single vertical fracture,
Infinite-acting system.
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where € = wellbore storage constant (coefficient, fac-
tor), bbl/psi,

AV = change in volume of fluid in the wellbore, ar
wellbore conditions, bbl, and

Ap = change in bottom-hole pressure, psi.

Applying Eq. 2.15 10 a wellbore with a changing liquid

level 16

o L (2.16)

P8
144 g.

where V,, is the wellbore volume per unit length in barrels
per foot. Eq. 2.16 is valid for both rising and falling liquid
levels. When the wellbore is completely full of a single-
phase fluid, Eg. 2.15 becomes'®

€ = Vil s oimoe sns siern vsimiasisis nas sivme sainos (2.17)

where V. is the total wellbore volume in barrels and ¢ is the
compressibility of the fluid in the wellbore at wellbore
conditions. Throughout this monograph, the wellbore stor-
age coefficient, C, has units of barrels per psi; some authors
prefer cubic feet per psi. The compressibility in Eq. 2.17 is
for the fluid in the wellbore; it is not ¢, for the reservoir.
Since the wellbore fluid compressibility is pressure depen-
dent (Appendix D), the wellbore storage coefficient may
vary with pressure. Fortunately, such variation in wellbore
storage coefficient is generally important only in wells con-
taining gas or in wells that change to a falling or rising liquid
level during the test. Those conditions are considered in
Section 11.2.

Some dimensionless pressure functions (Appendix C) for
systems with wellbore storage use a dimensionless wellbore
storage coefficient,

5.6146C

2 e,
Note that the total compressibility for the reservoir system,
¢;, 1s used in this definition.

Wellbore storage causes the sand-face flow rate to change

[ o
Ci
Ca
Ca
o
~
w
o
0
0 i &
Fig. 2.9 Effect of wellbore storage on sand-face flow rate,
Ca =€y > €.
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more slowly than the surface flow rate. Fig. 2.9 schemati-
cally shows the ratio of sand-face to surface rate when the
surface rate is changed from 0 to ¢ at time 0. When C = 0,
g./g = 1 atall imes. For C = 0, the flow-rate ratio changes
gradually from O to 1. The larger C, the longer the transition,
as indicated in Fig, 2.9. The sand-face flow ratc may be
calculated from

24C dp
Gy =¢ +
b =4 B dt

=4 [I -y i Polip. Cp, }]
dlp

Eq. 2.2 relates flowing well pressure to time for a constant
flow rate. ¢. Since Eq. 2.19 indicates that ¢ varies with 7 and
p. it appears that Eq. 2.2 may not be useable. Fortunately,
the problem is avoided by using a dimensionless pressure
that accounts for wellbore storage and, thus, for the change
in flow rate. Such pp(tp, Cp. ...) are shown in Fig. 2.10, a
simplified version of Figs. C.6 and C.7. The effect of
wellbore storage on py, is clear in those figures.

Fig. 2.10 has a characteristic that is diagnostic of wellbore
storage effects: the slope of the p,, vs 1, graph on log-log
paper is 1.0 during wellbore storage domination. Since py, is
proportional to Ap and 1, is proportional to time (see Egs.
2.2 and 2.3), Fig. 2.10 indicates a way to estimate when
wellbore storage is dominant during a transient test. On
log-log paper, plot the pressure change during the test, p,, —
(At = 0), (as a positive number) against test time, Af,
and observe where that plot has a slope of one cycle in
pressure change per cycle in time. (Note that the nomencla-
ture has been generalized here: p,. is the bottom-hole pres-
sure during the test, be it flowing or static; p, (At = 0) is the
pressure at the instant before the start of the test, be it static
or flowing; and At is running test time, with the test starting
at Ar = 0.) Well test data falling on the unit slope of the
log-log plot reveal nothing about formation properties, since
essentially all production is from the wellbore during that
time. The location of the log-log unit slope can be used to
estimate the apparent wellbore storage coefficient from'®
gBAr

s 24Ap

......................... (2.20)
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co=0

o
Q.
= 5, @QP
. -
&
0

0.01

102 103 104 10% 108 107
to

Fig. 2.10 Dimensionless pressure including wellbore storage.
s = 0. After Wattenbarger and Ramey.*!
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where Ar and Ap are values read from a point on the log-log
unit-slope straight line. C calculated from Eq. 2.20 should
agree fairly well with C calculated from Eq. 2.16 or Eq.
2.17. If it does not, a reason should be sought. We have
observed that wells producing at high gas-liquid ratios,
highly stimulated wells, and wells used for viscous fluid
injection commonly indicate wellbore storage coefficients
from the log-log data plot that are much higher than those
predicted from Eqs. 2.16 and 2.17.

The log-log data plot is a valuable aid for recognizing
wellbore storage effects in transient tests when early-time
pressure data are available, Thus, throughout this mono-
graph, it is recommended that this plot be made a part of
transient test analysis. It often helps the engineer avoid
serious analysis mistakes by delineating the period of well-
bore storage dominance as a unit-slope straight line. As
wellbore storage effects become less severe, the formation
begins to influence the bottom-hole pressure more and
more, and the data points on the log-log plot fall below the
unit-slope straight line and finally approach the slowly curv-
ing line for zero wellbore storage. Such behavior is illus-
trated by Fig. 2.10 for varying degrees of wellbore storage.
Sometimes pressure data between the unit-slope line and
the zero wellbore-storage line can be analyzed for forma-
tion properties, but the analysis may be tedious. The
Gladfelter-Tracy-Wilsey!'® and the type-curve matching
techniques'®#* (Sections 3.3 and 8.3) apply in this region.
Once the final portion of the log-log plot is reached (Cp, = 0
line), wellbore storage is no longer important and standard
semilog data-plotting analysis techniques apply. As arule of
thumb, that time usually occurs about I to 1% cycles in time
after the log-log data plot starts deviating significantly from
the unit slope. The time may be estimated from

ts 2 (00 £ 358)Ch; i vve veaim evea s (2.21a)
or approximately,
1> .(ZW,OOQW el (2.21b)
khip

for drawdown and injection tests. For pressure buildup and
falloff tests, Chen and Brigham?®® state that a reasonably
accurate analysis is possible when

L S O 88 s oo Sl i GRS, (2.22a)
or approximately when

- 170,000 C e
(khiw)

Note that skin factor influences pressure buildup (falloff)
much more than drawdown (injection).

Fig. C.5 for a horizontally fractured well withour well-
bore storage shows unit-slope straight lines for small hp.
Thus, factors other than wellbore storage can cause the
unit-slope straight line on the log-log plot. Fortunately,
horizontal fractures are thought to occur rarely.

.................. (2.22b)

Example 2.4 Computing Wellbore Storage
Coefficients From Well Data

Water is injected into a sand at 2,120 ft through 4.75-in.,
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16.00-1b,, casing. Estimate the wellbore storage coefficient
for (1) a wellhead injection pressure of 400 psi, and (2) a
wellhead vacuum. Use ¢p = 0.15, h = 30ft, andr, = 3.5in.
to calculate the dimensionless wellbore storage coefficient,
1. When the wellhead pressure is greater than zero, Eq.
2,17 is used to estimate C. Water compressibility is esti-
mated to be 3.25 x 10~% psi~' from data in Appendix D. For
4.75-in., 16-lb, casing, ¥, = 0.0161 bbl/ft, so V,, =
(0.0161)(2.120) = 34.1 bbl. Using Eq. 2.17,

C=(34.1)(3.25 X 107%) = 1.11 x 10 *bbl/psi.
From Eq. 2.18,

Cp= (5.6146)(1.11 X 10°%)
' 27m(0.15)(3.25 % 1075)(30)(3.5/12)?

2. In this second case there is a changing liquid level in
the well, so Eq. 2.16 is used:

C= 0.0161
62.4\ [32.17
144 ) \32.17
= (56146)(0.0372)
27(0.15)(3.25 % 1079)(30)(3.5/12)2
=2.7 % 104,

= 0.0372 bbl/psi.

In this case, there is a factor of about 340 difference
between compressive and changing-liquid-level storage.
Note, we assumed ¢, = c¢,, which is not always a valid
assumption.

Example 2.5 Computing Wellbore Storage Coefficient
From Well Test Data

Use the log-log data plot shown in Fig. 2.11 to estimate a
wellbore storage coefficient. That well has 2.5-in. tubing in
8Y%-in., 35.5-1b,, casing.
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Fig. 2.11 Log-log data plot for Example 2.5. Pressure buildup test
in a sandstone reservoir with8 = 1.0 RB/STB: ¢ = 66 STB/D;
h = 20 ft; and depth = 980 ft.
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At Ar = 1 hour, Ap = 26 psi on the unit-slope straight
line. Using Eq. 2.20 and the data values in the figure
caption, the wellbore storage coefficient is estimated as

c= 060 1 _ ¢ 106bbl/psi.
(24) 26

Using Eq. 2.16 and p = 62.4 lb,/cu ft,

Vo= C (_& .3_) = (0.106) (Qﬁ 3.2_-_!3)
144 g, 144 32.17

= 0.0459 bbl/f1.

This indicates that fluid is rising in the annulus between
the tubing and casing (V, for that annulus is 0.0435 bbl/ft).
The well is completed without a packer, so the result is
reasonable.

For this well, ¢, = 10~® psi~*, b = 0.20, and r,. = 0.36 ft,
so from Eq. 2.18,

Cp = _ (5.6146)(0.106) = 18.300.
2m(0.20)(10 5)(20)(0.36)*

=

The wellbore storage coefficient can change during trans-
ient testing. For example, consider a falloff test in a water
injection well with a high wellhead pressure during injec-
tion. When the well is shut in, surface pressure is high
initially but could decrease to atmospheric and go on vac-
uum if the static formation pressure is below hydrostatic.
The liquid level must start falling as soon as the wellhead
pressure drops below atmospheric. As a result, the wellbore
storage coefficient increases from one for fluid compression
(Eq. 2.17) to one for a falling liquid level (Eq. 2.16); the
second storage coefficient easily could be a hundred to a
thousand times the first. The reverse situation can occur as
well, with a high, rising-liquid-level storage at the begin-
ning of injection changing to fluid-compression storage as
the wellhead pressure begins to increase. Fig:2.12 schemat-
ically illustrates dimensionless pressure behavior when the
wellbore storage coefficient changes. When the wellbore
storage coefficient increases (from C, 10 C, in Fig. 2.12), p,,
(or Ap) flattens, begins to increase again, and finally ap-
proaches the response curve for the larger storage coeffi-
cient. When the wellbore storage coefficient decreases,
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Fig. 2.12 Theoretical pressure response for both increasing and
decreasing wellbore storage; C, > C,. Adaptation of data
from Earlougher, Kersch. and Ramey .?%
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there is a rapid py, (or Ap) increase as the pressure response
approaches the low wellbore storage curve. More discussion
about this is given in Ref. 26 and in Section [1.2

Stegemeier and Matthews®” showed that gas-liquid
(phase) redistribution in the wellbore causes anomalous
pressure-buildup curves of the form shown in Fig. 2. 13. Fig.
2. 14 indicates that phase redistribution is similar to wellbore
storage, although it is probably more complex than anything
else presented in this section. It is important to understand
that the behavior illustrated in Fig. 2.13 is wellbore, not
formation, dominated. Pitzer, Rice, and Thomas*® demon-
strated this by testing a well once with surface shut in and a
second time with bottom-hole shut in.

In summary, wellbore storage effects always should be
considered in transient test design and analysis and in com-
puting the expected pressure response of wells. In some
cases, transient tests must be designed to minimize or
alleviate wellbore storage, or no useful information will be
obtained. Wellbore storage effects can be recognized on
log-log data plots if sufficient short-time pressure data are
available. No information about the formation can be deter-
mined from transient test data falling on the unit slope of
such a data plot.

2.7 Dimensionless Pressure During the
Pseudosteady-State Flow Period

Fig. 2.1 indicates that in closed systems a transition
period follows the infinite-acting transient response. That is
followed by the pseudosteady-state flow period, a transient
flow regime when the pressure change with time, dp/dt, is
constant at all points in the reservoir. (That is equivalent to
the right-hand side of Eq. 2.1 being constant.) This flow
period occasionally has been mistakenly called steady state,
although at true steady state pressure is constant with time
everywhere in the reservoir (Section 2.8).

Fig. 2,15 schematically shows a single producing well in
the center of a closed-square drainage area. Fig. 2.16, a plot
of p,, vs 1, at Points A, B, C, and D of Fig. 2.135, illustrates
two properties common to all closed systems. First, at small
dimensionless times, p, at the well is given by Eq. 2.5 if
VAlr, > 50; the well behaves as if it were alone in an
infinite system. Second, at large dimensionless times, py, at
any point in the system varies linearly with 7,,,. This is the
pscudosteady-state flow period, which can occur only in
bounded systems. During pseudosteady state, dimension-
less pressure is given by??

pp=2mtp,+ Linf A Y+ 1n(2245ﬁ) '
2 \r.*) 2 C;

C . the shape factor, is a geometric factor characteristic of
the system shape and the well location. Values are given by
Brons and Miller,'* Dietz.*" and others.”# Both C, and the
final term in Eq. 2.23 are given in Table C. 1. Eq. 2.23 may
be used for any closed system with known shape factor. If
31.62, the €, value for a well in the center of a circular
system, is used in Eq. 2.23, the last two terms become the
familiar In(r./r,.) — 0.75.
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Fig. 2.13 Pressure buildup behavior showing the effect of fluid
segregation in the wellbore. After Matthews and Russell.!
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Fig. 2.14 Log-log plot of Fig. 2.13 data.
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Eq. 2.23 applies any time after pseudosteady-state flow
begins; that time may be estimated from

— _(blp'( IJ‘A
0.0002637 k

where (1, ), is given in the **Exact for 1, >"" column of
Table C.1. Both C, and (15,4 ),. depend on reservoir shape
and well location,

Dimensionless pressure data at the well and at several

rlixs UJ'H ]pmf 2

7.6

0 0.05 Q.10 Q.15 0.20

tpa =025 x 1078ty
Fig. 2.16 Dimensionless pressure at various points in a closed
square caused by u producing well in the center. A, B, C,
and D identified in Fig, 2.15; VA/r, = 2.000. After
Earlougher. Ramey, Miller and Mueller.!
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Fig. 2.17 Dimensionless pressure distribution in linear and radial

steady-state flow.
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other points in closed rectangular systems are given in
Ref. 7.

Example 2.6 Estimating Well Pressure During
Pseudosteady-State Flow

Using the data of Example 2.1, estimate flowing well
pressure after 60 days. From Eq. 2.3b,
tny = . (0.0002637)(90)(60 x 24)

' (0.17)(13.2)(2.00 x 107°)(1,742,400)
0.437.

Table C.1 indicates pseudosteady state exists afterr,, = 0.1
for a well in the center of a square, so Eq. 2.23 applies. From
Table C.1,C, = 30.8828. Using Eq. 2.23,

_ || (1,742,400
=2m0.437) + | 1n[1742.
e > ( (0.50)2 )

41 In( 3-3458_.) = 9.31.
2 " \30.8828

Then, from Eq. 2.2,

Purltir,) = 3,265 — (141.2)(135)(1.02)(13.2) (g 37
(90)(47)

= 2,700 psi.

2.8 Steady-State Flow

When the pressure atevery point in a system does not vary
with time (that is, when the right-hand side of Eq. 2.1 is
zero). flow is said to be steady state. Linear and radial
steady-state flow. whose dimensionless pressure distribu-
tions are illustrated in Fig. 2.17, usually occur only in
laboratory situations. The dimensionless-pressure functions
are

steady state, linear

(P = 217 ’:1“ R (2.25)

steady state, radial

(Podisr = m("'-'). ....................... (2.26a)
rl’i
When Eq. 2.26a is used in Eq. 2.2, we obtain after
rearrangement
o= 900:?082 kh (pe — pu)

............. (2.26b)
B In(r.ir,)

the familiar radial form of Darcy's law. 32

In reservoirs. steady-state flow can occur only when the
reservoir is completely recharged by a strong aquifer or
when injection and production are balanced, Muskat*® re-
lates flow rate to interwell pressure drop for several flooding
patterns. His equations are easily converted to the dimen-
sionless pressure approach used in this monograph. Perhaps
the most useful is the dimensionless pressure expression for
a five-spot flooding pattern at steady state with unit mobility
ratio and with r,. the same in all wells:

(s = ln( "’_,) S © < | (2.27)
T

Here, A is the five-spot pattern area, not the area per well.
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It is useful to recognize that Higgins-Leighton®* geomet-
ric factors are dimensionless pressures for cells within
streamtubes operaling at steady state. By appropriate addi-
tion of available Higgins-Leighton geometric factors, such
as those in Ref. 35, one can caleculate dimensionless pres-
sures for many irregular steady-state systems.

(Po)es = E 2w o (2.28)
f Z Fraiag
/

where Fy,,; is the Higgins-Leighton geometric factor for
cell j in streamchannel ¢ of the pattern, The sums are taken
over all cells and all channels. If the pattern is symmetric,
the right-hand side of Eq. 2.28 must be multiplied by the
number of symmetry units. For the confined five-spot pat-
tern flood of Ref. 35, we calculate p, = 10.498; here,
VAlr, = 500. Eq. 2.27 gives the same result to three
decimal places.

2.9 The Principle of Superposition

So far, only systems with a single well operating at a
constant rate from time zero onward have been considered.
Since real reservoir systems usually have several wells
operating at varying rates, a more general approach is
needed to study the problems associated with transient well
testing. Fortunately, because Eq. 2.1 is linear, multiple-
rate, multiple-well problems can be considered by applying
the principle of superposition. The mathematical basis for
this technique is explained by van Everdingen and Hurst,?
Collins,*® and others, '3

Fig. 2,18 Multiple-well infinite system for superposition
explanation.

55

As used here, the superposition principle states that add-
ing solutions to a linear differential equation results in a
new solution to that differential equation, but for different
boundary conditions. Eq. 2.2 is a solution to Eq. 2.1 for a
single well producing at constant rate ¢. Superposition can
be applied to include more than one well, to change rates,
and to impose physical boundaries. Superposition is easily
applied to infinite systems; but for bounded systems it must
be used with more care — not because the principle is
different, but because pj, solutions frequently do not give the
necessary information for correct superposition.

To illustrate the principle of superposition in space, con-
sider the three-well infinite system in Fig. 2.18. Ats = 0,
Well 1 starts producing at rate q,, and Well 2 starts produc-
ing at rate ¢,. We wish to estimate the pressure at the shut-in
observation point, Well 3. To do this, we add the pressure
change at Well 3 caused by Well 1 1o the pressure change at
Well 3 caused by Well 2:

AP.‘i = AJlr’:s.l o AP:!.LZ %

To use Eq. 2.29 we must substitute Eq. 2.2 for Ap. Then,
extending to an arbitrary number of wells,j = 1,2, ... n,

n

p)
Ap(t, r) = M;};"H‘. E qiBippltn, rng) « ... (2.30)

i=1

where ry; is the dimensionless distance from Well j to the
point of interest. Note that Eqgs. 2.29 and 2.30 add pressure
changes (or dimensionless pressures), not pressures. If the
point of interest is an operating well, the skin factor must be
added to the dimensionless pressure for thar well only.
Fig. 2.19 graphically illustrates the use of Egs. 2.29 and

50 "’—,'—-—
40 TOTAL Qp
o 30
Hy Op DUE TO WELL |
-l'--—-
< __(----"' B
] -1 -
- - -
ﬂao ’Jr' -
, =1~ ap DUE TO WELL 2
' -
" ’4”
10 Hr—4
'l
4
s
’
o]
o] 20 40 60 a0 100
t, HOURS

Fig. 2.19 Calculation of pressure change at observation well of
Fig. 2.18, g1 = 100 STB/D; r1 = 100 ft; g2 = 150 STB/D;
ra=316ft:k =76 md; . = 1.0¢cp; @ = 0.20;
¢, =10x 10-%psi 1B = |.08 RB/STB; h = 20 ft;
ands = 0.
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Fig. 2.20 Variable rate schedule for superposition explanation.
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Fig. 2.21 Calculation of pressure change at producing well with the
rate history of Fig. 2.20, g1 = 100STB/D; g2 = 50 STB/D;
k=T6mdip = 1.0cp:db = 0.20;
¢, =10 x 10~%psi 1B = .08 RB/STB: h = 20 ft;
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Fig. 2.22 Example superposition calculation for two wells, each
produced at tworates, Well 115 = 5., = | ft. Well 2:5 = 1.7,
re=1ftk=76mdu=1.0cp;: d = 0.20;

;=10 10 %psi-";B = .08 RB/STB: # = 20 ft;
and p, = 2,200 psi.
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2.30 for the system of Fig. 2. 18 and the exponential integral
pn (Eq. 2.5). The lowest curve in Fig. 2.19 is the pressure
change at Well 3 caused by Well 2. The upper dashed curve
is the pressure change at Well 3 caused by Well 1. Using
Eq. 2.29, we add the two pressure changes 1o get the solid
curve, the total pressure change observed at Well 3.

To illustrate an application of the principle of superposi-
tion to varying flow rates. consider a single-well system
with the production-rate schedule shown in Fig. 2.20. The
production rate is ¢, froms = Otor = t, and ¢, thereafter. To
perform the superposition calculation the single well may be
visualized as two wells located at the same point, with one
well producing at rate g, from r = 0 to 1 and the second
(imaginary) well producing at rate (¢, — ¢,). starting at f,
and continuing for a time period (r — t,). The net rate after
time r; would be ¢, + (g2 — ¢,) = ¢». As in the previous
illustration, Ap’s are added for these conditions. The gen-
eral form of the equation for N rates, with changes at 7, j =
1,2, ... N, is

N
141.2
AF = W# Z {(qu.l iy -IB_i—IJ
=1

[p,.([f—r, Jn) + {I } ................ (2.31)

In Eqg. 2.31, [1—1,],, is the dimensionless time calculated at
time (1—1,). For Fig. 2.20, N = 2 and only two terms of the
summation are needed. Fig. 2.21 illustrates the calculation.
The upper dashed curve (including the first portion of the
solid curve) is the pressure change caused by rate g,. The
lower dashed curve is the pressure change caused by
rate ¢, — ¢, afterr = 40 hours; that Ap is ncgative because
(g, — q,) < 0. The sum of the two dashed curves. the solid
curve, 15 the pressure response for the two-rate schedule.

To combine varying rates and multiple wells, first apply
Eq. 2.31 for each well in the system to estimate Ap caused
by that well at the point desired. Then add the Ap for all
wells, as in Eq. 2,30, to get the total Ap caused by all wells
and all rates. The double summation process is conceptually
simple, but can be tedious in application, as illustrated by
the following example.

Example 2.7  Principle of Superposition

For the conditions shown in Fig. 2,22, estimate the pres-
sure at Well | after 7 hours and at Well 2 after 11 hours.
Assume that the system behaves as an infinite one at these
short times.

Start by computing the coefficients in the Ap and 1,
equations. Egs. 2.2 and 2.3. Then, at a given time, estimate
Apat the desired well caused by both Well 1 and Well 2; that
calculation of Ap may require use of Eq. 2.31 to account for
varying rates.

From Eq. 2.3a,
0.0002637kr _  (0.0002637)(76)1

bpcir,® (0.2)(1)(10 x 1075)(1)?

10,000¢.

tp =

]
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From Eq. 2.2,

I-‘-H_fhgﬁ‘;.z [Pt - ,,)]

_ (141.2)(1.08)(1)g
(76)(20)
0.1q pplty.rp. ...

Ap =

Pollp.rp, ...)

i

Recall that 5; must be added to p, to get Ap at Well §
(unless py, is a function of 5. as are some that are given in
Appendix C). The appropriate r also must be used to calcu-
late r;,, depending on the p;, function we use.

Att = 7 hours, there is a Ap contribution at Well | froma
single rate at Well 1 and a single rate at Well 2; so the
over-all pressure change would be (Eq. 2.30)

Ap (7 hours, rpy = 1)

141.2 4,B,p
kh
141.2 4,8,
kh

[Pu“y- rp=1)+ S]

poltp, rp = 100/1).

For the contribution of Well 1, r,, = (10,000)(7) = 70,000,
Since 1, = 100 Eq. 2.5b is used:

polty, = 70,000, ry = 1)
= ; [ 1n(70,000) + 0.80907]
=5.98.
For the contribution of Well 2, at a distance of 100 ft,

tp — (70.000)

r_;,z (Inofl}z

Sincer;,, > 20, we can use the line-source solution, Eq. 2.5a,
but we should not use Eq. 2.5b unless 1/rp® > 100, From
Fig. C.1 or Fig. C.2 for ty/ry* = 7 and r, = 100,

poltp = 7,y = 100) = 1.40.
Calculating Ap at Well 1,

Ap(Well 1, 7 hours) = (0.1)(100)(5.98 + 5)

+(0.1)(25)(1.40)
= 113.3 psi.

The pressure at Well 1 at 7 hours is
P (Thours, ry = 1) =p; — Ap = 2,200 — 113.3
= 2,086.7 psi.

Art = 11 hours, we wish to estimate p at Well 2. We must
consider two rates at each well:
Ap(11 hours, r, = 1)

= (0.1)(100) pp(Well 1,1 = 11 hours, r, = 100)
+ (0.1)(50—100) py(Well 1, 7= [11—10] hours,

rp = 100)

+ (0.1)(25)[pu(Well 2, 1 = 11 hours,
rp=1) + .\']

+ (0.1)(100-25){py(Well 2, t = [11-8] hours,
rp=1) + s}

For Well 1, use Fig. C.2:
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(11 hours)lr,? = (10000001 _ 4y
A (100)*

p!}(WC” l‘!” — 1].!‘;; — |00) = |6]

(10,000)(1) _ I
(100)?

polWell 1,1, = 1, rp = 100) = 0,522,
For Well 2, r), = I:

t,(11 hours) = (10.000)(11) = 110,000.
Since 1, > 100, we use Eq. 2.5b:

pp(Well 2.1, = 110,000, r, = 1)

1,(11=10 hours)/r,* =

:.j, [In(z) + 0.80907]

=6.21.
1p(11=8 hours) = (10,000)(3) = 30.000.
P;){f.[.i = 30.00’0. g = 1}

=1 [1n(30,000) + 0.80907]

&

=35.56.
Estimating Ap at Well 2,
Ap(Well 2, 11 hours) =
(0. D100 1.61) + (0.1)(50—100)(0.522)
+(0.1)(25)(6.21 + 1.7)
+ (0.1)(100—25)(5.56 + 1.7)
= 87.7 psi.
p{Well 2, 11 hours) = 2,200 — 87.7 = 2,112.3 psi.

Additional applications of the principle of superposition and
the method of images are shown in Appendix B.

2.10 Application of Flow Equations to Gas Systems

Although this monograph is concerned only with liquid
systems, much of the material presented can be applied to
dry gas systems if modified slightly.

Gas viscosity and density vary significantly with pres-
sure, so the assumptions of Eq. 2.1 are not satistied for gas
systems and the equation does not apply directly to gas flow
in porous media. That difficulty is avoided by defining a
“*real gas potential” (also commonly referred to as the real
gas pseudopressure or just pseudopressure ;3738

P
= __P
m(p) =2 P dp.
Py
where p,, is an arbitrary base pressure. When the real gas
potential is used, Eq. 2.1 essentially retains its form but with
mip) replacing p. That equation can be solved and an
analog to Eq. 2.2 can be written with m,(f;) in place of
Po(ty). For radial gas flow it has been shown®73%40 that when
In < (tp)psss
Mpltn) S Ppllnds v sm e e v evs S e (2.33)

where pp(rp) is the liquid flow dimensionless pressure.

............... (2.32)
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Using Eq. 2.33, the gas analog of Eq. 2.2, and substituting
the appropriate gas properties, the flow equation for a real
gas is

m{pyg) = m(p;) — 50,300 ';:; %}??:

(o) +s +Dg|]. ool (2.34)
where ¢ is in Mscf/D. In Eq. 2.34, the term D |¢ | accounts
for non-Darcy flow around the wellbore. Otherwise, the
form is like the liquid flow equation. To use Eq. 2.34 it is
necessary to construct a high-resolution graph of m(p) vs p
from the viscosity and z factor for the gas. If & and z are not
known, information presented by Zana and Thomas*' may
be used to estimate m(p) vs p.

As a result of the characteristics of the real gas potential,
Eq. 2.34 can be simplified for certain pressure ranges.
Fig. 2.23 shows uz as a function of pressure for a typical
gas. At low pressures pz is essentially constant, while at
high pressures it is essentially directly proportional to pres-
sure. When this behavior is used in Eq. 2.32, Eq. 2.34 can
be simplified to

. =pi — 50,300 SiMgi  Psc ‘_fT
Pier )' 21'); T,,- Ah
[Potto) +s +D]g|]. oo, (2.35)
at high pressures, while at low pressures it becomes
o = pit = 50,300 (zipy;) Pec 9T
Pier / ( ey ) T”. kh
[Pty +s+Dlg|]. «oovveiei.. (2.36)

As arule of thumb *® Eq. 2.36 generally applies when p <
2,000 psi, while Eq. 2.35 generally applies for p > 3,000
psi; for 2,000 < p < 3,000 use Eq. 2.34. We suggest that
the uz vs p plot be made for the particular gas flowing
before choosing between the equations. If neither situation
prevails at the pressure level observed or expected, then

z., CP

o | 1 L 1
o] 2000 4000 8000 8000 10000

PRESSURE, p, PSIA

Fig. 2.23 Isothermal variation of g with pressure.
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the real gas potential, m(p), must be used. Eqs. 2.34, 2.35,
or 2,36 may be used with liquid dimensionless pressure for
most gas systems.

2.11 Application of Flow Equations to
Multiple-Phase Flow

Egs. 2.1 and 2.2 and the dimensionless pressure informa-
tion in this monograph are derived for single-phase flow.
However, they may be used for certain multiple-phase flow
situations with some modifications.***> The basic approach
is to replace the mobility terms in Egs. 2.1 through 2.3 by
the total flowing mobility,

e Y A (2.37a)
or
(") = (" oy 3‘1) o (2.37b)
M/ M oy Mg
and to replace the total system compressibility by
=80 Cou T Sieliva T B O K8 i v s v s (2.38a)

B aR 1 OB
s |2 (9N ) o
f [B., (dp) B, (6!’ )]
s, [Be (Re) _ 1 (3B
B, ap B, dp

| aB
+.85, | — — # L R m——— 2.38b
[ B, (6P )} . s

With these modifications, single-phase liquid dimensionless
pressures may be used to describe multiple-phase systems
containing immiscible fluids with fairly uniform saturation
distribution. The same modifications are made when analyz-
ing transient well test data. For example, mobility estimat-
ing equations take the form

(k) =+ 16264.B, . (23%)
Ty mh
(") == {I62.6(I.000) [¢, — 0.001
)y
(@0 Ry + que Ru)] B,,} /mh e (30
(5) S ]516‘7!('8"; ,,,,,,,,,,,,,,,,,, (2.39%)
L mh

The + sign in Eq. 2.39 indicates application to any of the
various test analysis techniques.

2.12 Radius of Drainage and Stabilization Time

The concepts of stabilization time and radius of drainage
are commonly used in petroleum engineering and in tran-
sient testing. These quantities are frequently used without
appropriate understanding of their actual meaning and limi-
tations. It is beyond the scope of this monograph to investi-
gate the problems associated with radius of drainage and
stabilization time. However, because of their wide use, the
quantities are defined and equations are given for them in
this section.

Stabilization time has been defined in many ways by
various authors.*¥ Most definitions correspond to the be-
ginning of the pseudosteady-state flow period. Using that as
the definition of stabilization time, we can estimate the
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stabilization time for any shape given in Table C.1 from Egq.
2.24, For a well in the center of most symmetrical shapes,
drawdown stabilization time is estimated from

. — 380 -dfﬂ'.’i
. == T :

where £, is in hours. If we assume the system is radial,

1, = 1,200 OHCre’
k

For stabilization time in days the coefficient in Eq. 2.40b is
50 and the equation takes the form given by van Poollen *
It is important to recognize that stabilization time can be
considerably longer than indicated by Eq. 2.40 when the
shape is not a symmetrical one with the well in the center, or
if two or more noncommunicating layers intersect the
wellbore, #-49

Radius of drainage is also defined in several ways. Many
definitions are presented by van Poollen,*® Kazemi,*® and
Gibson and Campbell ! In most definitions, the radius of
drainage defines a circular system with a pseudosteady-state
pressure distribution from the well to the **drainage radius.”’
As time increases, more of the reservoir is influenced by the
well and the radius of drainage increases, as given by

| (T
ry = 0.029 ‘, ke
d’!—’fr

where r, is the radius of drainage in feet and 1 is in hours. If 1
is expressed in days, the constant 0.029 rounds to 0, 14, and
Eq. 2.41 corresponds to equations given in Refs. 46, 50, and
51. Eventually, r, must stop increasing — either when
reservoir boundaries or drainage regions of adjacent wells
are encountered, so Eq. 2.41 can only apply until 7,,,,.

Example 2.8 Radius of Drainage

Estimate the radius of drainage created during a 72-hour
test on a well in a reservoir with A&/ = 172 md/cp and
ée, =0.232 x 10-3 psi~'. Using Eq. 2.41,

(172)(72).
0,232 xX 107

rqy =0.029

=2.100 ft.

This estimate is valid only if no boundaries are within about
2,100 ft of the test well, and if no other operating wells are
within about 4,200 ft.

In systems completely recharged by an aquifer or when
production and injection are balanced, the concepts of
stabilization time and radius of drainage are meaningless.
However, Ramey, Kumar, and Gulati®* define a readjust-
ment time, the time required for a short-lived transient to die
out, for such systems. For a single well in the center of a
constant-pressure square, which is equivalent to a balanced
five-spot water injection pattern with unit mobility ratio. the
readjustment time is*?

Ip = 946 rb,u: A
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In this equation, A would be approximately one-half the
five-spot pattern area.

2.13 Numerical Solution of the Diffusivity Equation

It is possible to obtain analytical solutions to Eg. 2.1 only
for the simplest systems. Most dimensionless-pressure func-
tions are from numerical solutions of Eq. 2.1 or its analogs
for gas and multiple-phase flow. Computer solution is the
only practical method for obtaining dimensionless pressures
for extremely heterogeneous systems, layered systems, sys-
tems with two or three phascs flowing. systems with water
or gas coning. or systems with significant gravity effects, for
example. During the past several years. many papers that
discuss various kinds of reservoir simulators have appeared
in the petroleum literature. Three of the classics are by
Aronofsky and Jenkins,”® Bruce, Peaceman, Rachford, and
Rice™, and West, Garvin, and Sheldon, ** Many facets of
reservoir simulation were summarized by van Poollen,
Bixel, and Jargon®® in a series of articles appearing in the
Oil and Gas Journal. The SPE-AIME Reprint Series
booklet®” on numerical simulation contains many useful
papers.

Chapter 12 of this monograph presents some information
about the application of computers to transient well testing.

2.14 Summary — A Physical Viewpoint

After presenting the dimensionless-parameter approach
to solution of transient flow problems and explaining some
of the factors that influence those solutions, it seems worth-
while to summarize the situation from a physical viewpoint.

Fluid withdrawal from a well penetrating a pressurized
petroleum reservoir containing a compressible fluid results
in a pressure disturbance. Although we might expect that
disturbance to move with the speed of sound, it is quickly
atienuated, so for any given length of production time there
is some distance, the radius of drainage, beyond which no
appreciable pressure change can be observed. As fluid with-
drawal continues, the disturbance moves farther into the
reservoir, with pressure continuing to decline at all points
that have started to experience pressure decline. When a
closed boundary is encountered, the pressure within the
boundary continues to decline, but at a more rapid rate than
if the boundary had not been encountered. If, on the other
hand, the transient pressure response reaches a replenishable
outcrop that maintains constant pressure al some point,
pressures nearer the withdrawal well will decline more
slowly than if a no-flow boundary had been encountered.
Rate changes or additional wells will cause additional pres-
sure transients that affect both pressure decline and pressure
distribution. Each well will establish a drainage arca that
supplies all fluid removed from that well — if there is no
fluid injection into the system.

When boundaries are encountered (either no-flow or
constant-pressure), the pressure gradient — nor rhe pressure
level — tends to stabilize after a sufficiently long production
time, the stabilization time. For the closed-boundary case,
the pressure behavior reaches pseudosteady state with a
constant gradient and an over-all pressure decline every-
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where that is linear with time. For reservoirs with constant-
pressure boundaries, a steady state may be approached. In
that case, both pressure gradient and absolute pressure
values become constant with time. The pseudosteady-state
and steady-state solutions to Eq. 2.1 have a simple form and
represent the simplest approach to future performance pre-
dictions, when they are applicable.

]
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Chapter 3

Pressure Drawdown Testing

3.1 Introduction

Often, the first significant transient event at a production
well is the initial production period that results in a pressure
drawdown at the formation face. Thus, it seems logical to
investigate what can be learned about the well and reservoir
from pressure drawdown data, Matthews and Russell' state
that infinite-acting, transition, and pseudosteady-state pres-
sure drawdown data all may be analyzed for reservoir in-
formation. This chapter considers drawdown test analysis
for the infinite-acting and pseudosteady-state periods; the
transition period (late-transient period) analysis is given in
Section 5.2 of Ref. 1. This chapter treats constant-rate
drawdown testing only; variable-rate drawdown testing is
covered in Chapter 4.

Although drawdown testing is not limited to the initial
productive period of a well, that may be an ideal time to
obtain drawdown data. Properly run drawdown tests may
provide information about formation permeability. skin fac-
tor, and the reservoir volume communicating with the well,

Fig. 3.1 schematically illustrates the production and pres-
sure history during a drawdown test, Ideally, the well is shut
in until it reaches static reservoir pressure before the test.
That requirement is met in new reservoirs; it is less often met
in old reservoirs. Fortunately, when the requirement is not
satisfied, data may be analyzed by the techniques of Chapter
4. The drawdown test is run by producing the well at a
constant flow rate while continuously recording bottom-
hole pressure. In this type of test, well-completion data
details must be known so the effect and duration of wellbore
storage may be estimated,

While most reservoir information obtained from a draw-
down test also can be obtained from a pressure buildup test
(Chapter 5), there is an economic advantage to drawdown
testing since the well is produced during the test. The main
technical advantage of drawdown testing is the possibility
for estimating reservoir volume. The major disadvantage is
the difficulty of maintaining a constant production rate.

3.2 Pressure Drawdown Analysis in Infinite-Acting
Reservoirs

The pressure at a well producing at a constant rate in an
infinite-acting reservoir is given by Bq.i2.2:

Pi = Puy= 141.2 ‘-?fh“ [Pottn, .0 +s] . .....(3.1)

if the reservoir is at p; initially. The dimensionless pressure
at the well (r, = 1) is given by Eq. 2,5b:

P = é [In@p) +0.80907] . ... .cooinnn., (3.2)

when 7,/rp* > 100 and after wellbore storage effects have
diminished. Dimensionless time is given by Eq. 2.3a:
= DO Rt (3.3)
bucr,?
Egs. 3.1 through 3.3 may be combined and rearranged to a
familiar form of the pressure drawdown equation:!

162.6 gBp S0y k
— |:lm_,r log e

—3:2273 + 0‘868595].

Pur=Pir—

Eq. 3.4 describes a straight-line relationship between p,.,
and log r. By grouping the intercept and slope terms to-
gether, it may be written as

Pur =MIOEET Prwpe oorcmminm e s wnssisrsan s (3.5)

Theoretically. a plot of flowing bottom-hole pressure data vs
the logarithm of flowing time (commonly called the
“*semilog plot™’) should be a straight line with slope m and
intercept py,. Fig. 3.2 indicates that the straight-line por-
tion (the **semilog straight line"") does appear after wellbore
damage and storage effects have diminished; no data are
shown after the end of the infinite-acting period. The slope
of the semilog straight line in Fig. 3.2 and Eq. 3.5 may be
determined from Eq. 3.4 to be
_ 162.69Bu
~ kh '
The intercept at log 1 = 0, which occurs at 1 = 1, is also
determined from Eq. 3.4;

m=

Pine=pi +m [10g ( A ,)— 3.2275 + 0.868595]
pper,t

................ 3.7
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Two graphs of pressure drawdown data are required for
testanalysis. The log-log data plot | log(p; = pur) Vs Ingf] is
used to estimate when wellbore storage effects are no longer
important (Section 2.6). When the slope of that plot is one
cycle in Ap per cycle in ¢, wellbore storage dominates and
test data give no information about the formation. The
wellbore storage coefficient may be estimated from the
unit-slope straight line with Eq. 2.20. The semilog straight
line should begin about 1 to 1.5 cycles inr after the data start
deviating from the unit slope. That corresponds to a low-
slope, slightly curving line on the log-log plot. Alterna-
tively, the beginning time of the semilog straight line may be
estimated from Eq. 2.21b;
~. (200,000 + 12.0005)C
' (kh/p) ‘

The second required graph is the semilog plot, py.s vs log .
The slope, m, of the correct straight line is measured from
this graph, and formation permeability is estimated from

k- 162.64Bu

mh
Clearly, kh/p, kh, ork/u also may be estimated.
The skin factor is estimated from a rearranged form of

Eq.3.7:
— Pl e }! II(
s=1.1513 [__!__ P log (cﬁ_m-}rf) p 3_22?5]_

f

m

............................ (3.10)

In Eq. 3.10, pyy,, must be from the semilog straight line. If
pressure data measured at 1 hour do not fall on that line. the
line must be extrapolated 1o | hour and the extrapolated
value of p,, must be used in Eq. 3.10. This procedure is
necessary to avoid calculating an incorrect skin by using a

PRODUCING

RATE, q

SHUT-IN

TIME, t

Pus |

BOTTOM-HOLE
PRESSURE, p,,

1
o

TIME, t

Fig. 3.1 Idealized rate schedule and pressure response for
drawdown testing.
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wellbore-storage-influenced pressure. Fig. 3.2 illustrates
the extrapolation to p,y,.

I the drawdown test is long enough, bottom-hole pres-
sure will deviate from the semilog straight line and make the
transition from infinite-acting to pseudosteady state. If res-
ervoir geometry and properties are known, the end of the
semilog straight line may be estimated from Eq. 2.8a.

Example 3.1 Drawdown Testing in an
Infinite-Acting Reservoir
Estimate oil permeability and skin factor from the draw-
down data of Figs. 3.3 and 3.4. (Data are from Figs. 5.4 and
5.5 of Ref. 1.) Fig. 3.3, the log-log plot, indicates that
wellbore storage effects are not significant fort > 1 hr,
Known reservoir data are

h=130f1 & = 20 percent

re =025 ft pi = 1,154 psi
g, = 348 STB/D m = =22 psifcycle
B,=1.14RB/STB (Fig. 3.4)

Ha=3.93¢cp Pine = 954 psi (Fig. 3.4).
¢, =8.74 X 109 psi~!

Using Eq. 3.9.

162.6)(34 ; 3.9:
k,= — (162 b}_( 8)(1 |4]_H 9-31 = 89 md.
(—22)(130)
Eq. 3.10 gives
3200 ;
DEVIATION FROM STRAIGHT
° /me CAUSED BY DAMAGE
3000} o AND WELLBORE STORAGE
EFFECTS
a o
a
_ 2800} o .
3 Zrar
a
2600} SLOPE=m= - 162.6 ﬂ:-:—‘ -
2400 ]
ol I 10

TIME, t, HR

Fig. 3.2 Semilog plot of pressure drawdown data for a well
with wellbore storage and skin effect.
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Fig. 3.3 Log-log data plot for Example 3.1,
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Fig. 3.4 Semilog data plot for the drawdown test of
Example 3.1.

- 954 — 1,154
a-—l.lSI.’-{(_ —p) _)

- log 8 S
(0.2)(3.93)(8.74 x 107%)(0.25)*

+3.2275 } =4.6.

3.3 Pressure Drawdown Analysis by Type-Curve
Matching

When a drawdown test is too short for the semilog straight
line to develop, the data cannot be analyzed with the
methods of Section 3.2. Type-curve matching techniques®*
provide a method for analyzing such data. The general
method applies to many kinds of transient well tests for any
system with known pj, vs 1. Type-curve matching may be
used for drawdown, buildup, interference, and constant-
pressure testing, For single-well testing, type-curve match-
ing should be used only when conventional analysis tech-
nigues, such as those illustrated in Section 3.2, cannot be
used. In such cases, type-curve analysis can provide approx-
imate results even though normal analysis techniques would
fail. The type-curve matching technique has been de-
scribed®? in many ways; the method outlined here is spe-
cifically for use with Figs. C.6 through C.8 for draw-
down testing in a well with wellbore storage and skin, The
material presented is detailed enough so the reader can
devise specific curve-matching techniques for other type
curves.® Although the type-curve matching process appears
awkward and difficult when described in writing, it is really
quite straightforward, The reader is urged to try the method
using the step-by-step description and data of Example 3.2,

First, we outline a general type-curve analysis approach
for py, vs 1y, type curves similar to those in Figs. C.6 and C.7.
Then, we give an explanation and an example of type-curve

*Large-seale copies of Figs. 4.12, 8.8A through 8.8C, C.2, C.3,
C.5 through C.9, and C.17 through C.19 are available, Information
about ordering a packet containing these figures can be obtained by
writing to Order Dept. SPE-AI ME
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analysis using Fig. C.8. The general approach to type-curve
analysis follows. Fig. 3.5 photographically illustrates the
steps.

1. Choose the type curve, usually a log-log plot of p;, vs
tp. To provide specific details, the method is illustrated
using Fig. C.6, the type curve for a single well with wellbore
storage and skin effect in an infinite system. We must plot
observed test data as Ap vs test time, ¢, on the same size
scale as the base type curve. For drawdown tests, the pres-
sure difference is

Ap=pr‘_p”,(.') ........................ (3<]])
In general, for any kind of test,
Ap = pul At =10y = plAt)] & i vvwvinnsaii (3.12)

Note that Ap is always calculated as a positive number. The
time parameter is the running test time, At. To plot the data,
use tracing paper placed over the desired type curve (Fig.
3.5b); first trace the major grid lines from the type curve for
reference (Fig. 3.5¢) and mark the Ap (psi) and At (hours)
scales (Fig. 3.5d). Use the type-curve grid showing through
the tracing paper as a guide for plotting the Ap vs At data
(Fig. 3.5¢). This process guarantees that the data plot and
the type curve have the same scale. Ignore the curves and the
scale on the type curve during the plotting stage; use only the
base grid.

2. Slide the tracing paper with the plotted data, keeping
the grids parallel, until the data points match one of the type
curves (Fig. 3.5f). The type curves are usually similarly
shaped, so the matching process can be difficult. After the
match is completed, trace the matched curve (Fig. 3.5g) and
pick a convenient **match point”’ on the data plot, such as an
intersection of major grid lines. Record values at that point
on the data plot [(Ap),u and (.ﬁf}l,] and the corresponding
values lying beneath that point on the type-curve grid [(p,,),,,
and (ru},,-] (Fig. 3.5h). The match-point data arc used to
estimate formation properties.

3. InFig. C.6 (most other Appendix C figures also could
be used), the ordinate of the type curve is dimensionless
pressure,

Apkh
141.2gBp
By substituting match-point values from Step 2 and rear-
ranging Eq. 3.13, we estimate formation permeability:

P = T o e S O SSEREAN § (3.13)

(= 1412 4B ol

D R 3.14
h (AP i

4. Similarly, use the definition on the abscissa on the
type curve, the dimensionless time in Fig. C.6,
0.0002637 kt

bpcrt
with the time-scale match-point data and the permeabil-
ity just determined, to estimate the reservoir porosity-
compressibility product:

e [_00002637 k ] (An)y

f;)—_'

i w'u.-z _{{H)M

5. If the type curve is one of several on the graph and is
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(¢) Trace major grid lines,

(dy Label axes.,

TN TR is SEmciiol EeEss s mocsooi

() Trace the matched curve,

(h) Pick a match point,

Fig. 3.5 Steps in type-curve matching.
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identified by a parameter, such as the dimensionless storage
coefficient and the skin factor in Fig. C.6, that parameter
may be used to estimate additional wellbore or reservoir
properties.

Fig. C.6 is one of many useful type curves. Fig. C.8 is
useful for drawdown and pressure buildup test analysis for
wells with wellbore storage and skin — if the semilog
straight line does not develop. The analysis procedure for
this type curve, which does not use p;, and 1, follows. The
explanation becomes more understandable if the data of
Example 3.2 are used to perform the process.

la. Plot observed test data as Ap/At (psi/hour) on the
ordinate vs Ar (hours) on the abscissa on tracing paper over
the grid of Fig. C.8. (Setup is similar to that illustrated in
Fig.3.5:)

Ib. Estimate the wellbore storage coefficient expected
from completion details (this step can be skipped and C can
be estimated from Step 2b):

R (3.17)
for a wellbore without a gas-liquid interface or.
B o BB, < i s s s (3.18)
p )
144 g,

for a wellbore with changing liquid level.
lc. Estimate the Ap/Ar value where

(5_!2 3‘“-‘) = 1.0
Ar gB [pig.cs

This estimate is made from

Ap\ _ gB
('Ar)..u B s S A (3.20)

Align the tracing-paper data plot so the value calculated in
Eq. 3.20 overlies 1.0 on the ordinate of Fig. C.8 (Eq. 3.19).

2a. Keeping the two grids parallel, slide the tracing-
paper data plot horizontally until the best match is obtained
with one of the curves in Fig. C.8. Slight vertical movement
may improve the match. Trace the matched curve onto the
data plot and read the value of (Cpeas)pie. cov,m for the
matched curve of Fig. C.8. Pick a convenient match point
with coordinates of (Ap/At)y, (Ar)y, from the tracing-paper
data plot; read the coordinate values lying directly under this
point from Fig. C.8,

TABLE 3. 1—PRESSURE DATA FOR EXAMPLE 3.2,
After Earlougher and Kersch.®

Time, At Pressure Change, Ap Ap/at
{hours) (psi) (psi/hr)
0.2 19.7 98.50
0.3 28.1 93.67
0.5 43.1 86.20
0.7 58.3 83.29
1.0 751 75.10
2.0 114.5 57.25
3.0 135.5 45,17
50 152.2 30.44
7.0 163.2 23.31
10.0 166.7 16.67
20.0 171.2 8.56
30.0 173.9 5.80
50.0 175.2 3.50
70.0 3 T 2.53
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(82 2%¢) (1 &y
At B Jeg cum ' o CJrgcsm

2b. If any vertical movement was made during the
curve-matching process, recompute the wellbore storage
coefficient from the definition of the ordinate in Fig. C.8:

Ap 24C)
gB £ =
c= iﬁf 4B )i cam

8 . BER E
24 (_Er“)u

where ¢ and B are observed data for the test. This value of
the wellbore storage coefficient should be essentially the
same as the value estimated from Eq. 3.17 or 3.18. If it is
not the same, search for a reason, such as washed-out
sections of hole, voids connecting with the wellbore, leak-
ing packers, efc.

3. Estimate formation permeability from the definition of
the abscissa in Fig. C.8:

Cu (""1 *_3_!)
- v Clrgcem

- ~h(Any

4. Estimate the skin factor from the parameter on the
matched curve:

| pehr, (Cpe® )pig. o8, u 3.23
s > ]n[ﬁ—"_ﬂ.8935_9"C T (3.23)

This completes the analysis using Fig. C.8.

ceeeee 00 (3.22)

Other type curves may be used with similar analysis
procedures.

Type-curve matching provides a way to analyze transient
test data when insufficient data are available for semilog
analysis methods. 1f sufficient data are available, semilog
methods should be used because they are more accurate than
type-curve matching. Nevertheless, when there is no other
way to analyze data, when there is insufficient data, or when
a fractured well situation is encountered, type-curve match-
ing can provide useful, although approximate, results.

Example 3.2 Drawdown Test Analysis by
Type-Curve Matching®
A pressure drawdown test on a new oil well is strongly
influenced by wellbore storage. Nevertheless, enough data
exist to use the semilog plot to estimate

kh — 3 500 md fi/cp, and
i

s=12.
Table 3.1 gives Ap and Ap/Ar data. Other known data are

¢, =179 STB/D ¢, =8.2x 107 psi~!
B,=1.2RB/STB re = 0,276 ft
h=351 ¢ = 18 percent.

Analyze this test using type-curve matching with Fig. C.8
and compare the results with the semilog analysis results.
Since completion details are unknown, the wellbore stor-
age coefficient cannot be estimated. Thus, we must match
without this aid (Steps 1b and 1¢). We plot (Ap/Ar) vs At on
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tracing paper laid over the Fig. C.§ grid, Fig. 3.6 shows the
resulting data plot. We slide the tracing-paper data plot on
Fig. C.8 until a good match results, Fig. 3.7 schematically
shows the data plot matched to Fig. C.8. (For clarity in
printing, the grid is omitted.) Match-point data are given in
Fig. 3.7.

We estimate the wellbore storage coetficient using
Eq. 3.21 and the match data from Fig. 3.7:

¢ = UT1-2X0.1053) _ g 9947 RB/psi.

(24)(10)
We use a modified form of Eq. 3.22 to compute

et} =4.62 3
(1.0) ,620 md fU'ICp

The skin factor is estimated from Eq. 3.23;

izl ]n[(o,_ls;»@z X 10 %)(35)(0.276)2(10%%)
2 (0.89359)(0.0942)

= 18.

These results are approximate; the technique normally
should be used only when other analysis methods fail. This
example illustrates the analysis method and gives an indica-
tion of its accuracy. Thus, we used a test with sufficient data
for a conventional, semilog analysis that allows a compari-
son of the two analysis methods. The kh/u from type-curve
matching is within 32 percent of the value from the semilog
plot; but the skin factor is off by 50 percent. In spite of the
approximate nature of the analysis technique, useful results
are obtained,

The wellbore storage coefficient, C = 0.0942 RB/psi,
appears to be within reason. Assuming an oil gravity of 30
°API (p = 54.7 Ib,/cu ft) and a changing liquid level, V, =
0.0358 bbl/ft from Eq. 3.18, That corresponds to about a
6-in.-1D pipe ( = 0.25 ft), and is not inconsistent with what
little is known about the completion.

3.4 Pressure Drawdown Testing in Developed Systems

Slider'™"" suggests a technique for analyzing transient
tests when conditions are not constant before testing. Fig.
3.8 schematically illustrates a situation with shut-in pressure

100 L o
@
]
o
o
N ]
N 1
w
q /0 >
Q= o
NN
[+]
[+]
/
o./ 7 10 100
at, hr

Fig. 3.6 Data plot for Example 3.2 before matching 1o
type curve. Data plotted on tracing paper using grid
of Fig. C.8.
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declining (solid line) before a drawdown test starts at time .
The dashed line, an extrapolation of that pressure behavior
into the future, represents expected pressure behavior for
continued shut-in. Production starts at time 7,, and pressure
behaves as shown by the solid line beyond 1,.

Three steps are required to correctly analyze such draw-
down behavior: (1) determine the correct shut-in pressure
extrapolation; (2) estimate the difference between observed
flowing pressure and the extrapolated pressure (Apy, in
Fig. 3.8); and (3) plot Apy, vs log Ar. A semilog straight
line that can be analyzed with Egs. 3.9 and 3.10 should
result.

The preceding analysis procedure usually may be mod-
ified. Consider a shut-in well in a developed reservoir with
other operating wells. There is a pressure decline at the
shut-in test well owing to production at the other wells. After
the test well is put on production at time ¢, its pressure is

l‘_"lf}:fﬂ“‘_ [pn(Afp» o =1,..) +S]

Y (3 M (3.24)

where A p,,,.(1) is the pressure drop fromp; attimer =7, + At
caused by all other wells in the reservoir. That pressure drop

Pur=pi —

Figure C.8
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Fig. 3.7 Match of Fig. 3.6 to type curve of Fig. C.8 (part of Fig.
3.6 omitted); Example 3.2, drawdown test on a new oil well.
After Earlougher and Kersch ®
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Fig. 3.8 Drawdown testing in a developed reservoir, definition
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is indicated schematically in Figs. 3.8 and 3.9 and may be
estimated by superposition from

‘Apau'(") =P - pu'(")

n

141.2
=B aBipntn. iy, . (3.29)
kh
j=2
Eq. 3.25 assumes that all wells start producing at a constant

rate at/ = 0. This assumption may be eliminated by a more
complex superposition expression.

If the other wells in the reservoir (j = 2, 3, ... n) are
operating at pseudosteady state, Eq. 3.25 takes the form
AppD=b—=—m* | . ... ....... (3.26)

a straight line with slope —m* on a plot of Ap,,. vst; or a
straight line with slope +m* on a plot of p,. vs 1. (On a
reservoir-wide basis, this corresponds to the individual-
well, linear, pseudosteady-state Region C of Fig. 2.1a.) The
quantity m* in Eq. 3.26 is determined before the test well
starts producing from

d.n{n = {pu's)’z = (P_!_I's)l

m* =
dt Iy =k

............ (3.27)
For declining well pressure, m* is negative. 1f pressure data
are available before the drawdown test, m* is easily esti-
mated. It also may be estimated by using Eq. 2.23 in
Eq. 3.25;

n

e — —0.23395 :

pr= e -_Z T — (3.28)

(ﬁC;hA G0

j=2

where @hA is the total reservoir pore volume in cubic feet.
By appropriate combination of Egs. 3.2, 3.3, 3.24, and

3.26. and by using t, + Ar in place of 1, it can be shown that

2200 T T T T
5180 DRAWDOWN STARTS 4
- L] L
~om*At m* = SLOPE = -0.93
= ~ PSI/HR
® 2100 ?“/ -
- *%
—
d A t TS
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E s [P“,f (at)- m'nt]
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0
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X 2000 pRAWDOWN
o PRESSURE,
Pwi (AL)
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t
I- at—>
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Fig. 3.9 Drawdown test for a well in a developed reservoir,
data of Example 3.3
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........... (3.29)

where m is given by Eq. 3.6 and Ap,y, is given by the
right-hand side of Eq. 3.7, with p,.(Ar = 0) in place of p;.
Eq. 3.29 indicates that a plot of (p,;, — m*Ar) vs log Ar
should have a straight-line portion with slope m and inter-
cept Ap,y,, at Ar = 1 hour. The slope, m, can be used with
Eq. 3.9 to estimate formation permeability. Skin factor is
estimated from

— AP =P +(Ar=0) k
=-],1§13 | =1or i —
! [ m . ( bpcr,” )

+ 3.22?5] T L e o o e e e e (3.30)

P — M*¥AL=mlog At + App,

In Eq. 3.30. p,.(Ar=0) is the shut-in pressure at the begin-
ning of the test.

Example 3.3 Drawdown Test Analysis
in a Developed Reservoir

Fig. 3.9 shows simulated drawdown test data for a well in
a relatively small multiple-well reservoir. Before the draw-
down test, the pressure at the shut-in test well declines
linearly, with m* = —0.93 psi/hr, so the analysis method
of Eq. 3.29 should apply. Atr, = 400 hours, the test well
started producing at 20 STB/D. The pressure response dur-
ing the flow period is shown in Figs. 3.9 and 3.10. The
properties used to simulate the test data are

k=20md B =1.0RB/STB
h=10ft op= 1073 psi?
pw=1.0cp s=0

¢ = 20 percent pi = 2,500 psi
r.=0.35351 Prs(Ar=0) = 2,127 psi.

g =20STB/D

To illustrate the importance of a correct analysis, we first
estimate & and s from the normal semilog plot of p,r vs log
Ar. From Fig. 3.10,m = =17.1 psifeycle and py, = 2,051
psi.

Using Eqs. 3.9and 3.10,

k= (162.6)20)(1.0)(1.0) _ 19 0 mq.

(= 17.1)(10)
and
2,051 — 2,127
y=—1.1513] =% Lot ol
o { ~T7.1
~log [ 19 — +3.22?5}
(0.2)(10%)(1)(0.3535)2

=—0.24.

The calculated permeability is 5 percent too low and the skin
factor shows a slight improvement rather thans = 0,

We nextestimate k and s from the plot of (p,., — m*Ar) vs
log Ar shownin Fig. 3.11. Data are

m* = —0.93 psi‘hour from Fig. 3.9,
m = —16.3 psi/cycle from Fig. 3.11, and
Ap e = 2,052 psi from Fig. 3.11.

Using Egs. 3.9 and 3.30,
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k= — (162.6020(0(1) _ 56 g mg.

(—16.3)(10)

log 20 - 3.2275}
0.2(107%)(1)(0.3535)2

=—0.09.

A slight improvement in the estimated values of k and s is
obtained by including m*Ar. The main advantage of includ-
ing m*Ar is the extended length of the straight line; compare
Figs. 3.10 and 3.11. In many casces, the standard analysis
techniques given in Section 3.2 can be used with good
accuracy. The only difference is that the shut-in pressure just
before starting the test rather than p; should be used to
calculate s,

As indicated in Example 3.3, the major advantage of

using this kind of analysis is that it extends the length of the
semilog straight line and simplifies the analysis. The method
may be extended to more complicated systems, although
that is beyond the scope of this monograph. The reader is
referred to Slider'®*" for additional technical details.

3.5 Reservoir Limit Testing

A drawdown test run specifically to determine the reser-
voir volume communicating with the well is called a
reservoir limit test. Such a test, introduced by Jones.'2'
uses the pseudosteady-state part of the drawdown data when

Polty, o) = 2arty, + ) In( Az)
r

I 2.2458 .
t5 ]n( c, ) R e (3.31)

The dimensionless pressure during pseudosteady-state flow
is a linear function of dimensionless time, Eq. 3.31 may be
combined with Eqs. 2.2 and 2.3b and simplified to

Par =T F Dhain vewsa s S SR S T (3.32)
where
m*=— 0_23Eq8 I hr =TT [ e Ty e (3.33)
deihA
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Fig. 3.10 Semilog drawdown curve for the well
of Example 3.3.
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and

70.60 ¢B A
Pint = Pi — ;\.hf ’U:_ [In ( 2 }

+1In (3&453)+ 25 |.
Cy

Eq. 3.32 indicates that a Cartesian plot of bottom-hole
flowing pressure vs time should be a straight line during
pscudosteady-state flow, with slope m* given by Eq. 3.33
and intercept p;,, given by Eq. 3.34. The slope may be used
to estimate the connected reservoir drainage volume:

gy = 02939508 e (3.35)

cm*
where the volume is in cubic feet, If ¢h is known, the
drainage area may be estimated. Other techniques have been
proposed!* ! for analyzing pscudosteady-state data, but this
one appears to be the simplest and least prone to errors.

[f" pressure data are available during both the infinite-
acting period and the pseudosteady-state period, it is possi-
ble to estimate the drainage shape for the test well. The
semilog plot is used to determine m and py,; the Cartesian
plotis used to get m* and py,,. The system shape factor is
estimated from'?

Cy=5.456 Ls exp[" 303 (Pine — Pindim]. ... (3.36)

Knowing the shape factor, use Table C.1 to determine the
reservoir configuration with the shape factor closest to that
calculated. This process may be refined*® by computing

(s )pss = 0.1833 ’”f Ipess oo (3.37)
i

and using the **Exact for 1, ="' column of Table C.1. The
time £, is when the Cartesian straight line starts.

Example 3.4 Reservoir Limit Test'®

Use the long-time drawdown data of Example 3.1 10
estimate the drainage arca for that well. Combine the long-
and short-time data to estimate the reservoir shape.

Pressure data are shown in Figs. 3.4 and 3.12. From Fig,
3.4.m = =22 psifcycle and p,,, = 954 psi. From Fig. 3.12,
m* = —0.8 psi/hour, py,, = 940 psi, and 1, = 11 hours.
Using Eq. 3.35,

T T
m=-16.3 PSI/CYCLE ”
2060
E P dﬂ;hr =205 PS/
a ‘LL
= 2040 )
B
E ™
| 2020
]
E d
a
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& 3 aps @8 B 3 4 e u 3 488 8
1o I 10 o®

DRAWDOWN TIME, t, HR

Fig. 3.11 p,, — m*Ar vs log At for the well
of Example 3.3,
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Fig. 3.12 Cartesian plot of the drawdown test data of Examples
3.1 and 3.4,

bhA = (—0.23395)(348)(1.14)

1.33 x 107 cu ft

““'ASXIO?)—"'WX "

= L =23 10° bbl.
5.6146

A= 133X 107 cu ft 1 acre

(0.2)(130ft)  ~ (43,560 sq f)

11.7 acres.

1]

Using Eq. 3.36,

_ (5.456)(—22)
(—0.8)

= 150.0 ¢ 1% = 34.6.

o exp|(2.303)(954 — 940)/(—22)]

In Table C.1, C, = 34,6 corresponds most closely to a well
in the center of a circle. square, or hexagon.

Fora circle, C, = 31.62.

For a square, C, = 30.88.

For a hexagon,C, = 31.6,

For verification, use Eq. 3.37:

. —-0.8)
s = (0.1833) (01

(Epa s = ) (=22)
This agrees well with (#,4),s = 0.1 for the three shapes.

(11) = 0.07.

3.6 Factors Complicating Drawdown Testing

Although a properly run drawdown test yields consider-
able information about the reservoir, the test may be hard to
control since it is a flowing test. If a constant rate cannot be
maintained within a reasonable tolerance, the analysis tech-
niques of Chapter 4 should be used. Those techniques also
should be used if the well was not shut in leng enough to
reach static reservoir pressure before the drawdown starts.

The carly part of drawdown data is influenced by wellbore
storage. Sometimes it is possible to draw a straight line
through the semilog plot of data taken during this time. The
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slope of that line gives incorrect values of permeability and
skin. As discussed in Sections 2.6 and 3.2, a log-log data
plot of the drawdown data must be made to select the correct
semilog straight line.
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Chapter 4

Multiple-Rate Testing

4.1 Introduction

The drawdown testing and analysis methods in Chapter 3
require a constant flow rate; however, it is often impractical
or impossible to maintain a constant rate long enough to
complete a drawdown test. In such a situation, multiple-
(variable) rate testing and analysis techniques are applica-
ble. A multiple-rate test may range from one with an uncon-
trolled, variable rate,'* 10 one with a series of constant
rates,” to testing at constant bottom-hole pressure with a
continuously changing flow rate.” Pressure-buildup testing'
(Chapter 5) is a special kind of multiple-rate well test.
Almost any flow-rate change can be analyzed as a well test
by using the concepts presented in this chapter.

Accurate flow rate and pressure measurements are essen-
tial for the successful analysis of any transient well test. Rate
measurements are much more critical in multiple-rate test-
ing, however, than in conventional, constant-rate well tests.
Without good flow-rate data, good analysis of multiple-rate
tests is impossible.,

Multiple-rate testing has the advantage of providing tran-
sient test data while production continues. It tends to
minimize changes in wellbore storage coefficient and phase
segregation (humping) effects and, thus, may provide good
results when drawdown or buildup testing would not.

4.2 A General Multiple-Rate Test Analysis Technique

Fig. 4.1 schematically shows a variable production-rate
schedule. Although flow rate may change continuously, it is
treated as a series of discrete constant rates for analysis
purposes. The step-wise approximation improves as the
time intervals become smaller. Section B.7 presents the
derivation of a general equation for pressure behavior
caused by a variable flow rate. The approach presented here
requires that the log approximation to the line source (Eq.
2.5b) applies. Then,

N

Pi= Pus — gy Z [((’h 4 i log(r — ,)] +bh'.
R gy

=1

Eq. 4.1 is the equation of a straight line with slope

= E'bs# (4.2)
kh

and intercept

m

b'=m’[log (_ k 2) —3.2275 + 0.868595] .
JLC Ty

Multiple-rate transient test data should appear as a straight
line when plotted as

N
Pi = Pur g Z [(q- —41)
gx UAY

log(r — :}-_,)] :
J=1

To make that plot correctly, it is important to understand
that the rate corresponding to each plotted pressure point is
¢y — the last rate that can affect that pressure. As time
increases, the number of rates may increase and the last rate
may change; but cach pressure point is identified with the
rate occurring when that pressure was measured. There may
be several pressure points associated with a given rate,
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Fig. 4.1 Schematic representation of a variable production-rate
schedule.
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Examples 4.1 and 4.3 illustrate how the summation term in
this plotting technique is calculated.

Once the data plot is made, the straight-line slope and
intercept are measured. Permeability and skin factor are
estimated from the slope and intercept data using Eqs. 4.2
and 4.3, rewritten as

_ 162.6Bu (4.4)
o ;

and

The analysis procedure is direct and simple, but the compu-
tations required to make the data plot can be tedious. The
analysis has the disadvantage that the initial reservoir pres-
sure, p;. and the entire flow-rate history must be known;
frequently, they are not. As discussed in Section 4.5, the
analysis technique may be modified in some situations so
that p; is notused. If the pressure is constant during a test and
the rate declines, Egs. 4.1 through 4.5 generally are not
used; instead, the techniques in Section 4.6 are preferred.
When flow-rate variation is a result of wellbore storage, a
simplified plotting method, which does not require use of
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0
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Fig. 4.2 Multiple-rate drawdown test rate history and its
approximation, Data for Example 4.1
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Fig. 4.3 Semilog plot of bottom-hole pressure for the multiple-rate
drawdown test of Example 4. 1.
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superposition, may be used.®* In this case, one plots (p; —
Purllqsy vs log t. The result should be a straight line with
slopem’ given by Eq. 4.2 and intercept b’ given by Eq. 4.3.
Permeability is estimated from Eq. 4.4 and skin factor is
estimated from Eq. 4.5. Ramey® points out that the skin
factor so calculated may be low by about 0.4. We do not
recommend using this analysis technique for variable-rate
tests unless the variable rate results only from wellbore
storage, in which case the surface rate is constant.

Example 4.1 Multiple-Rate Drawdown Test Analysis

Production rate during a 48-hour drawdown test declined
from 1,580 to 983 STB/D (Fig. 4.2). Rate and pressure data
appear in Table 4., Reservoir data are

pi = 2.906 psi w=0.6cp
B =1.27 RB/STB h =40 ft.

Fig. 4.3 shows flowing bottom-hole pressure vs log of
flow time. That plot, which is normally used for a constant-
rate drawdown tesl, neglects rate variations. Nevertheless,
we use the straight line from 3 to 12 hours to estimate
permeability. Using an average rate of 1,450 STB/D for the
first 12 hours of the test, a slope m = — 160 psi/cycle, and
Eg. 3.9,

= — (1626)1450(127)0.6) _ og | g,

(—160)(40)
Fig. 4.4 is a plotof (p; — pup)lgy vs

-

X Z (g5 — 4y log (1=1;4)

qy

j=1
for this test, using the rate breakdown shown in Table 4.1.
Table 4.1 summarizes the calculations of the quantities
plotted in Fig. 4.4,

To illustrate the method of computing the time summa-
tion. we calculate it at 6.05 and 12.0 hours. At 6.05 hours,
g = 1,440 STB/D is the third rate observed (although the
point is the ninth pressure point), so N = 3. Com-
puting the summation term,

N
2 Z (@5 — g5 1) log(t — 1)
qn

=

= 1'440 {[(1.580 — 0)log(6.05 — 0)],..,

+ [(1,490 — 1,580) 1og(6.05 — 2.40)];-,
+ [(1,440 — 1,490) log(6.05 — 4.80) ;. }

Il

!_.‘:40 {[1,580 10g(6.05)];-,
[—90 log(3.65) ],
[ —50 log(1.25)],=}

= 1 1123517 - 50.61 — 4.85} = 0.819.
1,440

4
+

Thus, the point for 6.05 hours plots at coordinates (0.819,
0.738) in Fig. 4.4. At 12.0 hours, g = 1,300 STB/D and N
= 5. Thus,
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N
T %
ot (g — q;—y) log(t — t;_y)
qv Z e I
J=1

| 2
=_ 1 1,580 — 0) log(12.0 — 0
W [( ) log( )

+ (1,490 — 1,580) log(12.0 — 2.40)
+ (1,440 — 1,490) log(12.0 — 4.80)

+ (1,370 — 1,440) log(12.0 — 7.20)
+(1.300 — 1,370) log(12.0 — 9.60)]

Il

| [1,705.11 — 88.40 — 42.87 — 47.69
1,300

26.61]
1.154,

The point at 12.0 hours plots at coordinates (1.154, 0.853)
in Fig. 4.4,

Two straight lines can be drawn through the data of Fig.
4.4. The slope of the second line is greater than that of the
first, possibly indicating transition to pseudosteady state,
faulting, or a decrease in permeability away from the well
(see Sections 10.2 and 10.4). The incorrect semilog data
plot, Fig. 4.3, has a reduction in slope fort > 12 hours that
might be interpreted as increasing permeability away from
the well. That is an incorrect conclusion, however, since the
slope change in Fig. 4.3 is caused by the declining produc-
fon rate.

Using the slope of the first straight line in Fig. 4.4 and
Eq. 4.4,

— (162.6)(1.27)(0.6) _
fr= 2o e e VR = 13, ;
0.22740)  1>omd
Thus, the permeability computed from Fig. 4.3 is about 107
percent too high.
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TABLE 4.1—VARIABLE FLOW RATE DRAWDOWN DATA FOR

EXAMPLE 4.1.
Time, Rate, Pi=Purs
L g Pt Pi— Puy Qx
(hours) (STB/D) N  (psi) (psi) (psi/STB/D) N
1.00 1,580 1 2023 883 0.558% 0.000
1.50 1.580 1 1,968 938 0.5937 0.176
1.89 1,580 1 1,941 965 0.6108 0.277
2.40 1,580 1 — — —
3.00 1,490 2 1,892 1,014 0.6805 0.519
3.45 1,490 2 1,882 1,024 0.6872 0.569
3.98 1,490 2 1,873 1,033 0.6933 0.624
4 50 1,490 2 1867 1,039 0.6973 0.673
4,80 1,490 2 — - -~
5.50 1,440 3 18568 1,653 0.7313 0.787
6.05 1,440 3 1843 1,063 0.7382 0.819
6.55 1,440 3 1834 1,072 0.7444 0.849
7.00 1,440 3 1,830 1,076 0.7472 0.874
7.20 1,440 3 - — -
7.50 1,370 4 1827 1,079 0.7876 0.974
8.95 1,370 4 1821 1,085 0.7920 1.009
96 1,370 4 — . —
10,0 1,300 5 1,815 1,091 0.8392 1.124
12.0 1,300 5 1,797 1,108 0.8531 1.154
14.4 1,260 6 ~ — — —
15.0 1,190 7 285 1331 0.9504 1.337
18.0 1,190 271 1,135 0.9538 1.355
19.2 1,190 7 — - o
20.0 1.160 8 1,772 1,134 0.9776 1.423
21.6 1,160 8 — -
24.0 LLay 9 1,756 1,150 1.0114 1.485
28.8 1,106 10 -_ — =% =
30.0 1,080 11 1,751 1,155 1.0694 1.607
336 1.080 11 — — = —
36.0 1,000 12 - — = e
36.2 983 13° 1,756 1,150 1.1699 1.788
48.0 983 13 1,743 1,163 1.1831 1.800

4.3 Two-Rate Testing

When a multiple-rate test consists of only two flow rates,
both testing and analysis are simplified. The two-rate test
provides information about k and s while production con-
tinues. Wellbore storage effects are often thought to be
minimized or climinated by two-rate tests. In fact, wellbore
storage effects last just about the same amount of time in a
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Fig. 4.4 Correct data plot for the multiple-rate drawdown test of Example 4.1: 7 is in hours.
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two-rate test as in a normal buildup, drawdown, falloff, etc.
test. However, a two-rate test often can be used 1o prevent a
wellbore storage increase, thus providing an analyzable test
when one otherwise might not be possible (see Section
11.2). The main advantage of a two-rate test over a buildup
test is that deferred production is minimized.

Fig. 4.5 schematically illustrates the rate and pressure
behavior for a two-rate flow test;* either a decreasing or
increasing rate sequence may be used. Eq. 4.1 may be
modified to the form presented by Russell® for a two-rate
test:

pri'f:'ml’ [k)g (I%Af ) T Zz |i}g Af] +pil|1'
1

Eq. 4.6 assumes a constant flow rate, ¢ ,, from time 0 to time
r,. at the start of the test. If, instead. the well was stabilized
at rate g,. then Eq. 4.6 is still a good approximation if 7, is
calculated from

=24 Ve

d

where Vp is the cumulative volume produced since the last
rate stabilization.

Eq. 4.6 implies that a graph of p,., vs

1, + A1 qs :
lo . + 22 log Ar
[ g( Al ) q, ]

should be a straight line with slope

m,=-— —|—62‘2’?‘B“ e (4.8)

and intercept

Pim=pi +m,' qe []Og (__k 2)
QI ¢.b"‘l"c‘l"ru'

—32275 + 0.86859.\'], ................. (4.9)
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Fig. 4.5 Schematic rate and pressure history for a two-rate
flow test, g, = ¢..
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Fig. 4.6 schematically shows such a data plot. Because of
the choice of the abscissa variable, time increases from right
to left. Atlong times, the data deviate from the straight line
as a result of boundary and interference effects. At short
times they have not yet reached the straight line because of
rate restabilization and wellbore storage effects. Field test
results indicate that rate restabilization is faster for a rate
reduction than for a rate increase, '

Once the slope of the straight line is determined from the
data plot, reservoir permeability may be estimated from

— 162
k= —16264:8p e (4.10)
m,'h
The skin factor is estimated from
s=1.1513| 9 __ _p,,,«(Ar={)} —Pinr
qy my'
............ (4.11)

—log( k ) + 3_2275] .
bpcd,®

The intercept of the data plot may be used to estimate the
falsc pressure,”

92 _ [purB1=0) = prge]s - - (4.12)

gy — 42

P* = Pim ~

which is used to estimate average reservoir pressure using
methods in Chapter 6.

Example 4.2 Two-Rate Flow Test Analysis®

Well A is a flowing producer in a low-permeability lime-
stone reservoir in the Permian Basin. Pressure buildup tests
in this reservoir usually do not provide interpretable data
because of long, low-rate afterflow periods.?

A two-rate flow test was run by stabilizing the flow rate at
107 STB/D for several days and then reducing the flow rate
to 46 STB/D. The pressure data during the second rate are
shown in Fig. 4.7. Other pertinent data are

o 92 <9
a
< % FIRST APPEARANCE OF
=2 BOUNDARY EFFECTS
liJ— RETURN TO
& PSEUDOSTEADY =
35 STATE FLOW
9 EARLY DEVIATION FROM
u LINEARITY DURING RATE
@ RESTABILIZATION
o«
©
pa o |
> - INCREASING __
E FLOW TIME
2
TN

LOG (11-*—‘“-) +22 06 at
ot q

Fig. 4.6 Schematic data plot for a two-rate flow test, ¢, = ¢,
Alter Russell #
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B =1.5RB/STB
l)ri‘f[Al’_—'U) = 3. l ]8 pbi
h=59ft

;=932 % 1073 psi™!

Vp = 26,400 S'I‘B
1, = (26,400)(24)/

107

= 5,921 hours (Eq. 4.7)

u=0.6¢cp
¢ =0.06
re. =021

m," = —90 psifcycle (Fig. 4.7)
Pine = 3,169 psi (Fig. 4.7)
P = 3,510 psi (Fig. 4.7).

Permeability is estimated from Eq. 4.10:
k= — (162.6)(107)(1.5)(0.6) _ 2 0.

(—90)(59)

The skin factor is estimated from Eq. 4.11:

s=1.1513 [( 107 _) (&8—3.|6g)
107 — 46 —~ 90

( 29
=R
(0.06)(0.6)(9.32 x

=-3.6.

The false pressure, p*, is estimated from Eq. 4.12:

10-5)(0.2)?

)+ 3.2275]

46(3,118 — 3.169)
*=3510 - 603, 16
P (107 — 46)
= 3,548 psi.
FLOW TIME, At, HR
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Fig. 4.7 Two-rate flow-test data plot for Example 4.2,

After Russell ?
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The p* value may be used with material in Chapter 6 to
estimate average drainage-region pressure.

In certain circumstances, the plotting technique suggested
by Eq. 4.6 may be simplitied.” When i >> Az, log (11 + At)
~ log 1 and log[(r: + Ar)r’A:] =~ log 11 — log Ar. Mak-
ing these approximations in Hq. 4.6 and rearranging gives

pu.'f:m" [(lgA! T Pint -

Thus, for a two-rate test withr, >> Az, a plotof p,, vs log At
should be a straight line with slope

m' = ____I_Mh —4q)Bp S SN T S (4.14)
kh
and intercept
B mnqz A’
Pim=pi + = !U'(— —)
P e [ “\oper,
~3.2275 + 0.86859 5 + ;’_‘ logfl]. ...... (4.15)
2

The p,.r vs log At data plot may be used to estimate reservoir
permeability from

b= 162.6 (g, — q,)Bp
m"h
and to estimate skin factor from?®
s=1.1513 [P_lhr “PutA=0) _ 5 (“_k z)
m ducr,
- 3‘22?5] .

The analysis suggested by Eq. 4.13 is much faster and
simpler than that suggested by Eq. 4.6. However, the ap-
proximations in Eq. 4.13 cause errors in the results. The
error in the permeability is'®

Eiv= ke — Kactua

kat'tual

= 4
qi(r* = ) —q.T*

while the error in skin factor is

................ (4.18)

E; =5¢ — Sacreal

m' QIH T*
................... (4.19)
InEgs.4.18 and 4.19,
TH= logdt (4.20)

log ([ j)
Iy
If the second rate of a two-rate test varies significantly, an
adaptation of the multiple-rate analysis technique should be
used. Odeh and Jones'! indicate that pressure behavior for a
two-rate test with a varying second rate is described by
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N
Pur(At =0) —pp(At) _ ., di — dj1
— R S L i X
gy — o Z [ gy — 4y
j=1

log (At — A, ,}]+b’. .................. (4.21)

where At is the time from the start of the varying second flow
rate. This equation is much like Eq. 4.1 {ifq.. = Oand p, (At
= 0) = p;, it is identical to Eq. 4. lJ: the slope, m’, and
intercept, b'. are given by Eqs. 4.2 and 4.3, respectively, If
the data are plotted as the quantity on the left side of Eq. 4.21
vs the summation on the right side, permeability and skin
factor may be estimated from Eqgs. 4.4 and 4.5. The analysis
technique suggested by Eq. 4.21 also applies to variable-rate
test analysis if the well has been stabilized for a substantial
time at rale ¢,,.

If pseudosteady state is achieved in the first flow period of
a two-rate flow test, the analysis techniques of Section 4.5,
Egs. 4.30 through 4.32, should be used.

Example 4.3 Two-Rate Flow Test,
Variable-Rate Case'!
The data in Table 4.2 are for Well X of Odeh and Jones.'?
Well X was stabilized for several days atg, = 1,103 STB/D.
Other data are

B = 1.0RB/STB h=18f1
p=10cp A=28.3x 10%sq ft
r.=0.26f ~ 650 acres

¢;= 1.4 % 10~ psi! ¢ = 11 percent.

Parameters to be plotted are calculated in Table 4.2. The
last value in the right-hand column is calculated as follows.
(In this case, N = 3 since there are three rates. but five
pressure data points.)

3

=91 Jog(Ar — At;_y)

4y — 4o
j=1
=[2% we0-0]
+ __4(;_3 Tog (10 — 4): y
+ F%% log (10 — 8): .

Il

[(1.3587)(1)] + [(—0.1794)(0.7782)]
+ [(—0.1794)(0.3010) ]
= 1.165.

The data plot (Fig. 4.8) indicates the slope, m’, is 0.148
psi/(STB/D cycle) and the extrapolated intercept, b', is
—=0.00991 psi/(STB/D). Using Eq. 4.4,

_ (162.6)(1)(1)
= AnYa . = 61.0md,
(0.148)(18)

and
kh = 1,100 md ft.

ADVANCES IN WELL TEST ANALYSIS
Using Eq. 4.5,

s= 11513 [—_Q0,9_91
0.148

~ log (,___ 610 _) + 3‘2275]
(0.11)(1.0)(1.4 X 10-5)(0.26)°

= —-6.5

Odeh and Jones'' state that pressure drawdown and
buildup tests on the well indicated ki =~ 1,100 md ftand s =
—7. They also state that they used the simplified two-rate
flow-test analysis method (Eq. 4.13) with an average rate
of 832 STB/D. The result was kh = 1,360 md ft and s ~
—6.3. Thus, the 10-percent rate variation may have re-
sulted ina 23-percent error in the value calculated for kh.

Although the production time at the stabilized rate is not
known for this example, the range of errors caused by using
the simplified two-rate analysis may be estimated by assum-
ing values of the stabilized production time. (This requires
assuming that analysis by a two-rate technique with a con-
stant second rate is adequate for the data of this example.)
From Eqg. 4.20. forr, = 10 days. and for the maximum test
time of Ar = 10 hours,

log 10

log(lt_ 10 |
(10)(24)

The error in kh is estimated from Eqg. 4. 18 with thicknesses
included in the numerator and denominator:

1,103
1,103 (56.4 — 1) — 832(56.4)

Thus, if 7, is indeed 10 days or more, the 23-percent error
in ki when using the simplified two-rate analysis method is
largely caused by the rate variation, not by the inherent
errors in the simplified two-rate analysis technique. How-

T* = = 56.4.

Eyp= = 7.8 percent.
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Fig. 4.8 Two-rate flow test. variable-rate case, data plot for
Example 4,3, After Odeh and Jones.'!
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TABLE 4.2—SUMMARY OF CALCULATIONS FOR EXAMPLE 4.3.
After Odeh and Jones.'

N
At A ap B~ %=1 1og (A2 - ALy
At a, QB —Qu G Gy PuAAD P (AL=0) - p, (A Agy a — qu
N j (hours) (STB/D) (STB/D) (STB/D) (psi) (psi) {psi/STB)  j=1
00 0 1,103 0 - 3,630 0 = =
11 4 800 -303 —303 3,654 -24 0.0792 0.602
6 840 -263 40 3,660 -30 0.114 0.851
22 8 840 -263 40 3,665 -35 0.133 0.949
9 880 223 40 3,666 - 36 0.161 1171
3 3 10 880 =¥23 40 3,668 —38 0.170 1.165
cver, the following table indicates that the error could be m,' = —162.6¢Bp (4.23)

entirely caused by the analysis technique rather than the
variable rate — if production time at the first rate is less than
about 4 days.

Production Time Error in Two-Rate

at First Rate (days) Analysis (percent)
I 160
2 50
3 30
4 21
5 16
6 13
8 10
10 b

4.4 Drawdown Testing After a Short Shut-In

It is common practice to run a drawdown test after a
shut-in period (pressure buildup test). If the shut-in is too
short for the well pressure to stabilize at average reservoir
pressure, the drawdown-test analysis techniques of Sections
3.2 and 3.4 should not be used: instead, a multiple-rate-type
analysis is applicable. Fig. 4.9 schematically shows a rate
history for a drawdown test after a short shut-in. Writing
Eq. 4.1 for such a test and rearranging gives

— T rl+Ar,,,,+.-_\L)+ : —
Pur =My [% ng( X i log At |+ piy,.

Thus, a plot of p,.; vs [(_q,fqﬁ) [og{(n + Arg + Anl(At,
+ Ar]] + log At} should yield a straight line with slope

qQ,
w
[ e -
<
(i o
2
(o]
-l
[
O =
t ta
TIME, HR

Fig. 4.9 Schematic rate history for a drawdown test after a
short shut-in.

kh
and intercept
)
b,
—3.2275 + 0.86859 .\] B R (4.24)

Ping=pi +my' [Iog(

Reservoir permeability can be estimated by solving Eq.
4.23. The equation is the same as the normal drawdown-test
cquation (Eq. 3.9). but the data plot is different. The skin
factor may be estimated from the data plot with

s=1.1513 [_M;)u-ff_;ﬂr=03_+ 4l |(,g(r_]_+ %)
my s

- log ( & ; +3.2275:| .
ey,

Eq. 4.25 is similar to Eq. 3.10 for estimating skin factor
from a normal drawdown test, with the exception of the
additional logarithmic term. The skin factor computed from
adrawdown test after a buildup test often does not agree with
that computed from the buildup test because the correct data
plot and the correct equation (Eq. 4.25) were not used in
the analysis. That is particularly true in drillstem-test data
analysis.

Tsi

4.5 Developed Reservoir Effects

When bottom-hole pressure is declining as a result of
withdrawals from the test well or from other wells in the
reservoir, the analysis methods presented earlier in this
chapter must be modified.'*" Such modified analysis tech-
niques become increasingly important as the depletion rate
increases and as test duration increases. The modifications
presented in this section apply when pressure decline at the
test well is caused by production from other wells or from
the test well itself: the cause of the pressure decline is not
important.

Fig. 4.10 illustrates bottom-hole pressure from a tested
well in a developed reservoir. The solid line is the observed
pressure behavior, while the dashed line represents the pres-
sure that would have been observed had there been no
flow-rate change at the well at time #,. The pressure along
the dashed line for the “‘no test™ case is called py oy Using
the approaches outlined by Slider'>!3 (similar to those in
Section 3.4), Eq. 4.1 may be modified to
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Puext (1, + éf} _p‘{'f(fl..+__A_'f}_.
4y

N
—m' z [‘h "t og (AI—NJ—J] +b',
A
j=1

wherem” and b’ are given by Egs. 4.2 and 4.3, respectively.
The analysis is the same as outlined in Section 4.2 except
that the pressure quantity used iS Puext — Puy. the vertical
distance between the solid and dashed curves in Fig. 4.10. If
the test starts at time zero from p; in a reservoir with no other
operating wells, Eq. 4.26 is identical to Eq. 4.1. A similar
equation can be used in place of Eq. 4.21 with py.., replac-
ing pyos (Ar=0).

For the two-rate test of Section 4.3, the applicable equa-
tion is

Puwelly + A1) — puy (1, + A1)

=—m,’ [log(ﬁ +£r) + 92 o Af] — AP -
At 4,

In this case the data plot has slope m, ', given by Eq. 4.8, and

an intercept

Api=m' 2 [log(d) ’fr 2) ~3.2275

71 tFe

+ 0.86859s:| ¢ e AR S (4.28)

Reservoir permeability is estimated from Eq. 4.10 and skin
factor from

5= 1.1513[5’412 9 —-lng( .
n, q2 ‘b,u"-‘ru:

2.) +3.2275]‘

If pseudosteady-state conditions exist during the first flow
period in a two-rate flow test, then Eq. 4,27 becomes

PRESSURE HISTORY
BEFORE TEST

PRESSURE THAT
WOULD EXIST WITHOUT

TESTING, Pygxt
-
e

-

PRESSURE OBSERVED
DURING TESTING, Py

FLOWING PRESSURE, PSI

it ——
t
FLOW TIME, HR

Fig. 4.10 Schematic pressure history for variable-rate testing in a
developed reservoir.

ADVANCES IN WELL TEST ANALYSIS

Puexi(ty + A1) = pylt, + At) = Ap s, — m" log At.

................................ (4.30)
This indicates that a plot of the extrapolated pressure differ-
ence vs log At should be a straight line with slope = —m”",
where m" is given by Eq. 4. 14, The intercept is
Appe=—m"|log|— k
m [ g (é#‘:frﬂ'z)
~3.2275 + 0‘86859.\] ............. (4.31)

Permeability would be estimated from Eq. 4.16 and skin
factor would be estimated from

mi’ 2

‘bwfr"'

This analysis for pseudosteady-state flow during the first
rate can be simplified even further, since

Puwestlty + AD = pus(At =0) + m* A1, ... ... (4.33)
where
_dpyr
M B b s e BT R 4,34
it =S (4.34)

is estimated from the slope of a Cartesian plot of pys Vs 1
before the second rate starts. By using Eq. 4.33, Eq. 4.30
may be rewritten:

puslty + A1) — m* At = Apyp+m"logAt, ... (4.35)

where m* is given by Eq. 4.34 and m" is given by Eq. 4. 14,
A plot of (p.s — m* Ar) vs log Ar would be a straight line
with slope m" and intercept

Apine = [pu.f(r, + Ap) — m* A{lmr

" k
=pur(Ar = 0)+m" | log ( = )
d [ Q‘l,l-l(‘p",,-z

—3.2275 + 0.86859 As] e e e (4.36)

The skin factor may be estimated from Eq. 4.17 with Ap i,
in place of py;.

The main difference between equations in this section and
in Sections 4.2 and 4.3 is that this section does not assume
the system pressure is infinite-acting at the time the two-rate
or variable-rate test begins. In particular, if pseudosteady-
state conditions exist at the start of the test, the analysis
technique can be expected to give results different from
those of the techniques in Sections 4.2 and 4.3.

4.6 Constant-Pressure Flow Testing

The transient behavior of a well operating at constant
sand-face pressure is analogous to that of a well operating at
a constant flow rate. In a constant-pressure flow test, the
well produces at a constant bottom-hole pressure and flow
rate is recorded with time. Constant bottom-hole pressure
test data are not influenced by wellbore storage. However, if
the surface pressure is maintained constant, the frictional
pressure drop in the flow tubing may act in a manner similar
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Fig. 4.11 Schematic representation of rate and pressure histories
during a constani-pressure test.

to wellbore storage, causing bottom-hole pressure to vary
during the test.

Fig. 4.11 schematically represents pressure and rate be-
havior in a constant-pressure drawdown test. Such a test is
seldom performed since it is much easier to measure pres-
sure accurately than it is to measure flow rate accurately,
However, constant-rate tests may inadvertently become

39

constant-pressure tests, so it is desirable to have a method
for analyzing such tests.

In a manner similar to that used Lo express pressure as a
function of flow rate and time, we may express flow rate as a
function of pressure drop and time by

kh (pi — pey) s
bl ol S . 1 } u s NS RS {43?)
4 141 2By qdultp
Dimensionless time has its usual definition:
S L P (4.38)

et

The principle of superposition may be used with Eq. 4.37 to
compute the flow rate resulting from a series of pressure
drops during pressure-controlled flow. The calculations are
analogous to those given in Section 2.9,

Fig. 4.12,* showing dimensionless rate as a function of
dimensionless time for an infinite-acting system,? is useful
for test analysis by type-curve matching. The technique is
similar to that outlined in Section 3.3, Briefly, test data are
plotted on tracing paper laid over the grid of Fig. 4.12, with
flow rate on the ordinate and the time on the abscissa. The
tracing-paper data plot is moved horizontally and vertically
until the data match the curve in Fig. 4.12. Then, gy, and t
are read from an arbitrary maich point on the tracing paper
and (g, )y and (7)ys are read from the corresponding point on
Fig. 4.12. Reservoir permeability is estimated from

*See footnote on Page 24.

102 103 104

Hif FEEEE

1

222 t |

¥

i

- wlm u
.—;E : 13 =
'

104 109 « 108

i

107 108 109

5

Fig. 4.12 Dimensionless rate for a single well in an infinite system. Data of Jacob and Lohman.®
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= |4|.2_B_p. Gu
(pPi—=puph [(ffb ),u]

and reservoir porosity-compressibility-thickness is esti-
mated from

beh = 0.0002637 . Kh [__IL .
Wu (tn )y

The curve-matching process assumes a zero skin factor.
Jacob and Lohman® show that. at long times, g, may be
approximated by

2
In (1) + 0.80907

Eq. 4.41, which applies only to infinite-acting systems, is
correct within 0.1 percent for 1, = 5 x 10'!. The error is
only | percent when#, = 8 x 10* and is 2 percent whent, =
5% 10°. If Eq. 4.41 is used in Eq. 4.37, and if the skin factor
is included in the pressure-drop calculation, the result is

@p= B S R A SR (4.41)

; =mylogt + (g

This equation indicates that a graph of (1/g) vs log  should
be a straight line with slope
my—_ 16268 (4.43)
kh(p; = Pur)
and intercept (atz = | hour)

(1/g) e = my [IOg( k

= _2)— 3.2275 + 0.8685%] .
m.rr[l'

Permeability may be estimated from the slope of a (1/g) vs
log t data plot with

fomr 162.6 B
m, (pi — [’:c.f)h

Skin factor may be estimated from a rearranged form of
Eq. 4.44:

¢=1.1513 [_(Ef})mg - 'ing(_k )+ 3‘2275] .
iy bpcry®

Example 4.4 Constant-Pressure Testing inan
Infinite-Acting Reservoir

The flow-rate data shown in Fig. 4.13 are from a simu-
lated constant-pressure drawdown test. Data used to simu-
late the test are

k=6.5md e, =2.05x 107%psi!
u=135¢p pi — Pur=1 ,000 psi

h =190 ft re=1ft

B =1.0RB/STB s=1.

The data of Fig. 4.13 were type-curve matched to Fig.
4.12. Match-point data are

gy = 1,720 STB/D
ty = 1.0 hour

(Gpy = 0.27
(1p)y = 600,

ADVANCES IN WELL TEST ANALYSIS
Using Eq. 4.39,
(141.2)(1.0)(1.720)( L. 35)
k=2 = 6.
(1,000)(0.27)(190) g
an error of 1.5 percent. Reservoir porosity-compressibility
is estimated from Eq, 4.40:
ey = 0-0002637 (6.4)(190)(1)
(1. 35}(1} (600)
=3.96 x 10~ fi/psi.

or

b, = 3_9%010 =2.08 x 10-%psi~t,
an error of 1.5 percent.

An alternate analysis uses Fig. 4.14, a plot of (1/g) vs log
. Fh‘. 5]0pt. of the straight line drawn through the data for
0.1 < 10 hours is

m, = 1.7 x 10~ (D/STB)/cycle.
Using Eq. 4.45,

.- _{!62,6_)(_1‘0)(1.35}____ = 6.8 md,

(1.000)(1.7 x 1074)(190)
an error of 4.6 percent. The skin factor is estimated from
Fig. 4.14 and Eq. 4.46. From Fig. 4.14, (Ug)iny =
0.000578 D/STB.

v=11513 [0000“3
17 % 10~

m—— 68 )\ 132275
(1.35)(2.08 X 10-5)(1)?

=(.28.

This compares with the actual value of 0.

As opposed to constant-rate testing, the analog to
pseudosteady-state flow does not develop during constant-
pressure testing. When boundary effects influence behavior
during the constant-pressure test, there is a rapid decline of
flow rate caused by declining reservoir pressure. Flow rate
goes to zero as reservoir pressure approaches the wellbore
pressure.,

4.7 Reservoir Limit Testing When Rate Varies

Section 3.5 discusses reservoir limit testing for constant-
rate production; however, it may be difficult to maintain a
constant flow rate during long production periods. If flow
rate varies in a cyclic or oscillatory manner, reservoir limit
testing techniques still can be used.'*** The analysis tech-
nique is similar to that for constant-rate reservoir limit tests,
but the results are less accurate.

To analyze a variable-rate reservoir limit test, one plots
observed flowing pressure vs time on Cartesian paper. Pres-
sure points must be segregated by the rate occurring when
the pressure measurement was made. Fig. 4.15is such a plot
for a waste-water injection well; the three sets of pressure
points occur at three different injection rates. Such a data
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Fig. 4.13 Flow rate-time data for constant-pressure drawdown test of Example 4.4.
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Fig. 4.14 Plot of 1/g vs log 1 for constant-pressure drawdown test of Example 4.4,

plot should have a straight-line section. Because of flow-rate
variation, there is actually never a definite straight line, but a
least-squares straight line usually can be fit to the pressure
points observed at one of the rates. The slope, m*, of the
straight line may be used to estimate reservoir drainage
volume:

Adh = —0.23395¢B
m¥*e,
Eq. 4.47 is identical to Eq. 3.35 except that the over-all
average flow rate is used. Even though the pressure points
are segregated by the rate in effect at the time the pressure
was measured, the rotal average flow rate is used to estimate
reservoir volume.

Example 4.5 Variable-Rate Reservoir Limit Test

Fig. 4.15 shows pressure data from Ref. 14 for the last
5 years of the 11-year life of an industrial waste-disposal
well. Although the data are for injection, the methods of
this section can be applied by using a negative rate (see
Chapter 7).

The well, with casing set at 1,800 ft, is completed open
hole to about 3,000 ft, just into basement. Only a part of the
I,200-t section is porous and permeable, but porosity and
net interval are not known. The injection horizon is known
to be of large extent.

Injection is with one, two, or three pumps, so the rate is
—5,140, —10,280. or — 15,420 STB/D. Pressure and rate
data are reported by month only without indication of how
long the rate had applied when the pressure was measured.,
Cumulative fluid injected is known accurately. The average
injection rate is —9,660 STB/D for the period shown in Fig.
4.15. The formation volume factor, B, is 1.0; system total
compressibility, ¢, 1s unknown, but is estimated to be about
5% 1078 psi—t,

500 lll[!il]‘r|l'|l1'l'r

Q=m=e==_ 5140 STB/D
D s— —|0,280 STB/D
O === -|5,420 STB/D

=

400~

300

200

SURFACE PRESSURE, pyg, PSI

1967 1968 1969 1970 1971
YEAR
Fig. 4.15 Long-term, variable-rate reservair limit test of Example
4.5. Five years of injection history for a disposal well
with three injection rates; ¢ = —9,660 STB/D during
period shown. After Earlougher, '
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The lines in Fig. 4. 15 are least-squares fits to the pressure
data for each of the three rates. The slopes, m*, are +2.62 X
10 3 psifhr, + 2.15 x 107% psi/hr, and 43,16 X 1073 psi/hr
for the —5,140, — 10,280, and — 15,420 STB/D rates, re-
spectively. We estimate the pore volume from Eq. 4.47,
being certain to use the average injection rate, ¢ = —9,660
STB/D.

Adh = —0.23395 (—9,660)(1)

=1.73 x 10" cufi
= 30.7 x 10°STB,

for the circular data points. Similarly, the estimated pore
volume is 37.4 x 10° STB for the square data points and
25.5 x 10" STB for the diamond-shaped data points. These
volumes do not contradict the known geology of the forma-
tion. The results for the diamond-shaped points (¢ =
—15.420 STB/D) should be considered the least reliable
since there are only five data points, and they are scattered.
The value of 37.4 X 10* STB may be the most reliable, since
most data points are forg = —10,280 STB/D.

These calculations require that flow be pseudosteady
state. A long period of apparently linear pressure increase
with time is a good indicator of pseudosteady-state condi-
tions. If this assumption is incorrect, estimated pore volume
is too small.

4.8 Deliverability Testing of Oil Wells

Deliverability testing has long been used to predict the
capability of a gas well to deliver againsta specific flowing
bottom-hole pressure.'161¢ Fetkovich* demonstrates that
such testing can be used for oil wells. Itis particularly useful
for reservoir systems operating below the bubble point,
when fluid properties and relative permeabilities vary with
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Fig. 4.16 Pressure-rate history for a flow-after-flow test.

ADVANCES IN WELL TEST ANALYSIS

distance from the well. Oil flow rate (at surface conditions)
has been empirically related to flowing bottom-hole pres-
sure and average reservoir pressure by

G = F AT =Pl swmommsnian s swmposems (4.48)

where J, is a form of productivity index and n is an empiri-
cally determined exponent. Fetkovich®® states that field tests
indicate 0.5 < n = 1.0. Eq. 4.48 is similar to the deliverabil-
ity equation used in gas well testing.

Two important deliverability tests are the flow-after-flow
test and the modified isochronal test. Fig. 4.16 schemati-
cally demonstrates the rate and pressure behavior of a flow-
after-flow test. The well is produced at rate ¢, until the
pressure stabilizes at p,s,. Then the rate is changed to ¢.
until the pressure stabilizes at pio,, and so on. Normally,
four rates are run but any number greater than three may be
used. Flow rate may be either increased or decreased. The
major disadvantage of the flow-after-flow test is that each
rate must remain constant until pressure stabilizes. The time
required may be estimated from Eq. 2.40.

For systems that are large or have low permeability, stabili-
zation time can be very long.

To avoid problems with long stabilization times,
Cullender'® proposed the isochronal flow test for gas wells.
A shortened version, the modified isochronal flow test,'
was later suggested and is generally preferred. Fig. 4.17
schematically illustrates flow-rate and pressure histories for
4 modified isochronal flow test. The well is produced at rate
g, for time ¢, and the final flowing pressure, pyy. is ob-
served. Then the well is shut in for time #; and the final
shut-in pressure, p,. is observed. The procedure is re-
peated at rates ¢s, ¢y ¢4, etc. The well is usually produced
to a stabilized pressure at the final rate. so one stabil-
ized pressure point, (Pulpss, 18 available.

Fig. 4.18 illustrates the analysis method for a modified
isochronal deliverability test; log(p* — pus®) is plotted vs
log g. The points usually fall on a straight line with slope
I/n. The location of the line depends on the flow-period
duration. Thus, in normal analysis, the points for the four
rates define the straight line and the single stabilized point
defines location of the stabilized deliverability curve. The
stabilized deliverability curve may be entered at set values of
(p? — puf®) to estimate the well's deliverability (flow rate) at
a given drawdown. Alternatively, the data plot (Fig. 4.18)
may be used to estimate J," and 7 and the flow rate may be
estimated from Eq. 4.48. Fig. 4.18 and Eq. 4.48 are written
with average reservoir pressure, the pressure used for flow-
after-flow and normal isochronal flow tests. The data plot
for a modified isochronal flow test uses the shut-in pressure
occurring immediately before the flow rate instead of the
average reservoir pressure.

Fetkovich®® provides data for many flow-after-flow and
isochronal flow tests in several oil wells. Fig. 4.19 demon-
strates that the isochronal and flow-after-flow tests can give
the same results in 0il wells producing from a saturated (both
oil and free gas present) reservoir.
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Fig. 4,17 Pressure-rate history for a modified-isochronal-flow test.

IT deliverability test data are not available for a solu-
tion gas drive reservoir, it still may be possible to predict a
well’s deliverability by using the “‘inflow performance
relationship™ (IPR) proposed by Vogel?! and the modifi-
cation to the IPR proposed by Standing.2? Vogel used
computer simulation techniques to demonstrate that
many solution gas drive reservoirs operating below the
bubble point have an inflow performance relationship
given by

4 ¥ U o SRR

STABILIZED

SLOPE = | /n

108 ] L1 4 14
g 2 3 4 5 6789 2 3 4
FLOW RATE, q, STB/D

Fig. 4.18 Schematic example of a modified-isochronal-
test data plot.

g=0 2 [1 ~ 0.2 (ij) -0.8 (F’gf)z] L (4.50)
1.8 P P

where g, is the oil flow rate (STB/D) occurring at bottom-
hole pressure p,, and J* is a productivity index. Given a
stabilized g, and the corresponding p and p,.;, it is possible to
calculate J* from Eq. 4.50. Then, to estimate ¢, at another
stabilized pressure, one uses Eq. 4.50 with the experimen-
tally determined J*. Standing?? indicated that, as the reser-
voir is depleted, it is necessary to modify Eq. 4.50 because
of changes in relative permeability and fluid properties. He
suggested estimating a future value of the productivity index
from the present value by using

IOTB T T 171 L | T ]
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Fig. 4.19 Four-hour modified-isochronal and flow-after-flow
deliverability curves. Field data from a saturated
reservoir. After Fetkovich.®"
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where the subscript F refers to some time in the future and
the subscript p refers to data at the present time. Values of
kyo. iy, and B, in the future are estimated from material
balance relationships. The procedure for developing a future
IPR is (1) estimate J,* from current production data and Eq.
4.50; (2) estimate Jz* from Eq. 4.51; and (3) estimate the
future IPR (¢,) by using J,* in Eq. 4.50. Standing*® gives an
example calculation.

It is emphasized that deliverability tests are not transient
well tests. They do not yield estimates of skin and formation
permeability; rather, they provide empirical relationships
between flow rate and drawdown for stabilized oil wells.
They do include the nonideal conditions existing in the
reservoir, particularly saturation distributions and variation
of fluid properties with pressure. Deliverability testing thus
may be valuable in helping predict future production rates as
a function of available pressure differential.

(352
= T (4.51)

4.9 Factors Complicating Multiple-Rate Testing

Multiple-rate tests exhibit their greatest advantage when
changing wellbore storage makes normal transient test
analysis difficult or impossible. That is because such tests
can eliminate changes in the wellbore storage coefficient —
even though the effects of wellbore storage still exist.
Multiple-rate tests also reduce the loss of current produc-
tion. However, such tests are difficult to control since they
are flowing tests. Rate fluctuations are difficult to measure,
especially on a continuous basis. The analysis techniques
are much more bothersome and difficult than those for
constant-rate tests; they frequently require the use of a
computer.

To assure the best possible multiple-rate test, the engineer
must have an idea of a well's flow characteristics. The rate
change imposed must be large enough to give significant
change in a pressure transient behavior of the well. The
effect of rate change on pressure response must be estimated
from Eq. 4.1, Eq. 4.6, or Eq. 4.13. Normally. rate is
changed by a factor of two or more.
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Chapter 5

Pressure Buildup Testing

5.1 Introduction

Pressure buildup testing, probably the most familiar tran-
sient well testing technique, has been treated widely in the
literature. ' This type of testing was first introduced by the
groundwater hydrologists,* but has been used extensively in
the petroleum industry.

Pressure buildup testing requires shutting in a producing
well. The most common and simplest analysis techniques
require that the well produce at a constant rate, either from
startup or long enough (o establish a stabilized pressure
distribution (1,,), before shut-in. Fig. 5.1 schematically
shows rate and pressure behavior for an ideal pressure
buildup test. In that figure, and throughout this monograph,
1, is the production time and A¢ is running shut-in time.
The pressure is measured immediately before shut-in and
is recorded as a function of time during the shut-in period.
The resulting pressure buildup curve is analyzed for reser-

o
- FLOWING
W oq
g
(1
2
3
il |
[
SHUT-IN
o
SRy T ———r
' TimE, t
3
a
-
&
5
1))
w0
W
&
- Pwf (Ot=0)
1
CU— s
' TiME, t

Fig. 5.1 ldealized rate and pressure history for a pressure
buildup test.

voir properties and wellbore condition; the methods used
most are described in this chapter.

As in all transient well tests, knowledge of surface and
subsurface mechanical conditions is important in buildup-
test data interpretation. Therefore, it is recommended that
tubing and casing sizes, well depth, packer locations, etc.,
be determined before data interpretation starts. Short-time
pressure observations usually are necessary for complete
delineation of wellbore storage effects. Data may be needed
atintervals as short as 15 seconds for the first few minutes of
some buildup tests. As the test progresses, the data-
collection interval can be expanded.

Stabilizing the well at a constant rate before testing is an
important part of a pressure buildup test. If stabilization is
overlooked or is impossible, standard data analysis tech-
niques may provide erroneous information about the forma-
tion. Thus, it is important to determine the degree and
adequacy of the stabilization; one way is to check the length
of the pre-shut-in constant-rate period against the time
required for stabilization, as given by Eqs. 2.40 and 2.42.
For wells with significantly varying rates, buildup test
analysis is still possible using the variable-rate methods of
Chapter 4 or the modifications of those methods presented
in Section 5.4,

5.2 Pressure Buildup Test Analysis During the
Infinite-Acting Period

For any pressure-buildup testing situation, bottom-hole
shut-in pressure in the test well may be expressed by using
the principle of superposition for a well producing at rate ¢
until time #,, and at zero rate thereafter. At any time after
shut-in,
141.2¢gBup

Pus=pi — h

{Po([t + At]p) = po(Atp)} .
.......................... (5.1

where p, is the applicable dimensionless-pressure function
and 1, is as defined by Eq. 2.3a:
L (5.2)
DUCT
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During the infinite-acting time period, after wellbore
storage effects have diminished and providing there are no
major induced fractures, p; in Eq. 5.1 may be replaced by
the logarithmic approximation to the exponential integral.

Eq. 2.5b:
Po= ; (Inty +0.80907) . ©oovorenenn., (5.3)

Eq. 5.3 applies when 1, > 100, which occurs after a few
minutes for most unfractured systems. By using Egs. 5.2
and 5.3, Eq. 5.1 may be rewritten:

Pics =P1 — M iog(’ﬂ. i é"_) e (5.4)
At

Eq. 5.4 describes a straight line with intercept p; and slope
—m, where

m= -1—62'6-9'8-”— .
kh

Eq. 5.4 indicates that a plot of observed shut-in bottom-
hole pressure, pys. vs log [(fp + Ar}fA.'] should have a
straight-line portion with slope —m that can be used to
estimate reservoir permeability,

mh

Both Theis? and Homer® proposed estimating permeability
in this manner. The p, vs log[(r, + Ar]f}_\.fﬁ plot is com-
monly called the Horner plot (graph, method) in the petro-
leum industry; that terminology is used in this monograph.
Fig. 5.2 is a schematic Horner plot of pressure buildup
data. The straight-line section is shown. As indicated by Eq.
5.4, this straight-line portion of the Horner plot may be
extrapolated to (1, + Af)/At = 1, {log[ (1, + An/At]=0},
the equivalent of infinite shut-in time, to obtain an estimate
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Fig. 5.2 Horner plot of pressure buildup data showing effects of
wellbore storage and skin,
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of p;. That is an accurate estimate only for short production
periods. However. the extrapolated pressure value is useful
for estimating average reservoir pressure, as indicated in
Chapter 6.

In Fig. 5.2, as in all other Horner plots in this monograph,
the abscissa has been reversed so it increases from right to
left in keeping with common practice. The reverse plotting,
which is mathematically equivalent to plotting log| At/(r,, +
Ar]]. causes time to increase from left to right (see upper
scale in Fig. 5.2) and gives the buildup curve the shape one
would expect. However, it means that the slope, which
normally would be thought of as positive, is negative. In
Fig. 5.2, the slope is —42 psi/cycle, som = 42 psi/cycle.

A result of using the superposition principle is that the
skin factor, s, does not appear in the general pressure-
buildup equation, Eq. 5.1, As a result, skin factor does not
appear in the simplified equation for the Horner plot, Eq.
5.4. That means the Horner-plot slope is not affected by the
skin factor; however, the skin factor still does affect the
shape of the pressure buildup data. In fact, an carly-time
deviation from the straight line can be caused by skin factor
as well as by wellbore storage, as indicated in Fig. 5.2 (also
see Fig. E.1). The deviation can be significant for the large
negative skins that occur in hydraulically fractured wells. In
any case, the skin factor does affect flowing pressure before
shut-in, so skin may be estimated from the buildup test data
plus the flowing pressureimmcdiately before the buildup
tesp i

s=1‘|5|3[ﬂ=r*_Pn‘r_(N=0) _log( k 2)

m

+3.2275]. e (5.7)

In Eq. 5.7, p.Adr = 0) is the observed flowing bottom-hole
pressure immediately before shut-in and —m is the slope
of the Homer plot. As a result of assumptions made in de-
riving Eq. 5.7,"% the value of p . must be taken from the
Horner straight line. Frequently, pressure data do not fall
on the straight line at | hour because of wellbore storage
effects that allow afterflow into the well, or large nega-
tive skin factors resulting from induced fracturing, etc. In
that case, the semilog line must be extrapolated to | hour
and the pressure read. Fig. 5.2 shows the correct way to
determine p -

In different types of transient test analysis, the slope
is sometimes +m and sometimes —m; additionally, m
sometimes includes a minus sign (compare Eq. 3.6 for
drawdown testing with Eq. 5.5 for buildup). This may cause
some confusion in transient well test analysis. Confusion
may be avoided by realizing (1) permeability must always be
positive, so the sign of m may be determined from Eq. 5.5
(or its equivalent for other types of testing); (2) the first
term inside the brackets of the skin equation, [pine —
p“.,r(:lrz(})]fm. is usually positive (the exception oceurs in
hydraulically fractured wells with s << 0); and (3) produc-
tion rates are positive while injection rates are negative.
There should not be a problem with analysis equations if the
correct definition of m and its relation to the slope of the data
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plot are used with the correct signs in the analysis equations.
Appendix E gives appropriate signs for common analysis
techniques for different tests.

Eq. 5.7 provides a good estimate of the skin factor as long
as 1, >> | hour. But when 1, is on the order of 1 hour (for
example, indrillstem testing). Eq. 5.7 should be replaced by

s=1.1513 I:p”" _Pﬂ.ﬁ-’iO) + log (_fl"il )

" 1
k
—-log [—
B (d);-u'fru-

The proper 7, to use for a given well in a multiple-well
reservoir has been a matter of frequent concern to practicing
engincers, Egs. 5.1 and 5.4 assume a constant production
rate from time 0 to time 7,,, not often a realistic assumption.
Horner® indicated that 1, often can be approximated as the
cumulative production since completion divided by the rate
immediately before shut-in (when rate varies). Except
shortly after well completion, it appears desirable as a matter
of general practice to approximate f, using cumulative pro-
duction since the last pressure equalization (or some other
convenient, relatively short time in terms of reservoir deple-
tion) rather than total cumulative production:

2) i 3.22?5]. .............. (5.8)

In Eq. 5.9, Vs is the cumulative volume produced since the
last pressure equalization and ¢ is the constant rate just
before shut-in. If 7, on this basis is significantly greater than
fus" ™ (for example, by a factor of 2), then replotting using
twss (Eq. 2.24 for a closed boundary or Eq. 2.42 for a
constant-pressure boundary) may be justified. For closed
boundary conditions, a Horner plot using 1, as opposed to a
Miller-Dyes-Hutchinson (MDH) plot (Section 5.3) tends to
prolong the straight-line portion of the buildup curve. How-
cver, the principal importance of using t,, usually is in
minimizing errors in estimating average reservoir pressure
(Section 6.3).

When the time at constant rate immediately before shut-in
is significantly less than 1, and the rate variation is signifi-
cant (for example, 20 to 50 percent), accurate values of
permeability, skin, and static pressure generally can be
obtained only by using the methods of superposition dis-
cussed in Section 5.4. When the time at a constant produc-
tion rate is significantly less than Less Ut s still large (more
than about four times the buildup time of interest), reason-
ably accurate values of skin and permeability should still be
obtainable with the normal Horner plot using Eq. 5.9, even
though values of estimated static pressure could be poor.
This comment applics to systems with negligible fracturing
in which wellbore storage effects either have died out or
have been properly adjusted for (Section 11.2).

Even though the well is shut in during pressure buildup
testing, the afterflow caused by wellbore storage has a
significant influence on pressure buildup data. Fig. 5.2
schematically shows that pressure points fall below the
semilog straight line while wellbore storage is important,
The duration of those effects may be estimated by making
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the log-log data plot described in Section 2.6. For pressure
buildup testing, plotlog [pu.,, = pw{Ar=0}] vs log Ar. When
wellbore storage dominates. that plot will have a unit-slope
straight line; as the semilog straight line is approached, the
log-log plot bends over to a gently curving line with a low
slope (see Fig. 2.10). In all pressure-buildup test analyses,
the log-log data plot should be made before the straight line
is chosen on the semilog data plot, since it is often possible
to draw a semilog straight line through wellbore-storage-
dominated data. This phenomenon occurs because wellhead
shut-in does not correspond to sand-face shut-in, When the
surface valve is closed, fluid continues to flow into the
wellbore from the formation. Thus, pressure does not build
up as fast as we might expect. As the flow rate drops off to
zero, the pressure increases rapidly to approach the theoreti-
cally predicted level. The semilog data plot is steep and
nearly linear during this time, and may be analyzed incor-
rectly. The analyzable data occur after the data-plot slope
has become less steep, as indicated in Fig. 5.2.

When wellbore storage effects last so long that the
semilog straight line does not develop, it may be possible to
analyze the test data by using type-curve matching tech-
niques in a manner similar to that described in Section 3.3,
with Ap = p.e — pur(Ar = 0). The type curves of Figs.
C.6,"C.8,"and C.9'%'7 are particularly useful for pressure
buildup testing, providing a significant change in wellbore
storage coefficient is not involved (see Section 11.2). Tt
cannot be overemphasized that type-curve matching should
not be used for test analysis if semilog analysis techniques
can be applied. Type-curve matching generally gives only
approximate results (within a factor of 2 or 3). Refs. 15 and
16 give examples of type-curve matching for pressure
buildup analysis. The Gladfelter-Tracy-Wilsey!!* or
Russell’® approaches can also give good results for data
nearing the semilog straight line (after ¢ is less than 20
percent of the previous rate). However, curve-matching
techniques, particularly Fig. C.8, can also give good quan-
titative results in this region.

Example 5.1 Pressure Buildup Test
Analysis—Horner Method

Table 5.1 shows pressure buildup data from an oil well
with an estimated drainage radius of 2,640 ft. Before shut-in
the well had produced at a stabilized rate of 4,900 STB/D for
310 hours. Known reservoir data are

depth = 10,476 ft
re =(4.25/12) ft
;=226 X 107%psi!
¢, =4,900STB/D

h =482 ft
Pur(Ar =0) =2,761 psig
o =0.20cp
¢ =0.09

B,=1.55RB/STB
casing ID = (6.276/12) ft
t, =310 hours.

Wellbore storage affects transient pressure behavior and,
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therefore, should be considered in all transient test analyses.
Failure to do so may result in analyzing the wrong portion of
the data. Fig. 5.3, the log-log plot of the buildup data in
Table 5.1, is used to check the significance of wellbore
storage. Since there is no unit-slope line, we conclude that
dominant wellbore storage has ended by 0.1 hour. However,
the rapid pressure increase shown in Fig. 5.4 does indicate
that wellbore storage or skin effects are significant until
about 0.75 hour. The data obtained after 0.75 hour can be
analyzed.

The Horner plot is shown as Fig. 5.4. Residual wellbore
storage or skin effects at shut-in times of less than 0.75 hour
are apparent. The straight line, drawn after Ar = 0,75 hour,
has a slope of —40 psig/cycle, som = 40 psig/cycle.

Eq. 5.6 is used to estimate permeability:
162.6(4,900)(1.55)(0.20) _

T =12.8 md.

Skin tactor is estimated from Eq. 5.7 using pyp,, = 3.206
psig from Fig. 5.4

s=1.1513]3:266 — 2,761
40

k:

—log |—— “28)(_12.}_2___
(0.09)(0.20)(22.6 x 10-%)(4.25)* )

+3.22’?5] = §.6.
We can estimate A p across the skin from Eq. 2.9:

_ (141.2)(4,900)(1.55)(0.20)(8.6) _

S (T8

300 psi.

TABLE 5.1--PRESSURE BUILDUP TEST DATA FOR EXAMPLE 5.1,
t, = 310 HOURS.

t,+At (t,+at)

-1! W pnrs_lpu-f
(hours) (hours) At {psig) (psig)
0.0 — 2,761 —
0.10 310.10 3,101 3,057 296
0.21 310.21 1,477 3,153 392
0.31 310.31 1,001 3,234 473
0.52 310.52 597 3,249 488
0.63 310.63 493 3,256 495
0.73 210073 426 3,260 499
0.84 310.84 370 3,263 502
0.94 310,94 331 3,266 505
1.05 311.05 296 3.267 506
1.15 311.15 271 3,268 507
1.36 31136 229 3,271 510
1.68 311.68 186 3,274 513
1.69 311,99 157 3,276 518
2,51 312.51 125 3,280 519
3.04 313.04 103 3,283 522
3.46 313,46 50.6 3,286 525
4.08 314,08 77.0 3,289 528
5.03 315.03 62.6 3,293 532
5.97 315,97 52.9 3,297 536
6.07 316.07 521 3,297 536
7.01 317.01 45.2 3,300 539
8.06 318.06 39.5 3,303 542
9.00 319.00 35.4 3,305 544
10.05 320.05 31.8 3,306 545
13.09 323.09 24.7 3,310 549
16,02 326.02 20.4 3,313 552
20.00 330,00 16.5 3,317 556
26.07 336,07 12.9 3,320 559
31.03 341.03 11.0 3,322 561
3498 344,98 3.9 3,323 562
37.54 347,64 9.3 3323 562

ADVANCES IN WELL TEST ANALYSIS

Thus, pressure drop across the skin in this damaged well is
about one-half the total pressure drop. The flow efficiency
may be estimated from Eq. 2.12, using p = 3,342 psig (as
estimated in Example 6.1, Section 6.3). Flow efficiency is
calculated as

3.342 — 2761 — 300 _ 48,
3.342 - 2,761
This suggests that the production rate could be more than
doubled by simply removing the damage, or possibly could
be tripled with an acid or fracture treatment, depending on
conditions around the well and on rock type.

5.3 Pressure Buildup Test Analysis in Finite and
Developed Reservoirs

When wells being tested do not act like a single well in an
infinite system, the equations in Section 5.2 require modifi-
cation, In this section, we consider pressure buildup testing
of a single well in a bounded reservoir and of a well in a
developed reservoir. During the initial discussion, we will
not consider the effects of changing offset-well drainage
areas on the developed reservoir situation,
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Horner Plot

The Horner pressure-buildup test data analysis can be
used to estimate permeability and skin in finite reservoirs
just as in infinite-acting reservoirs, since boundary effects
influence only late-time data. The data plot is as described in
Section 5.2 and Fig. 5.2: Egs. 5.6. 5.7, and 5.9 apply.
Section 5.2 states that an estimate of p; is obtained by
extrapolating the straight-line section of the Horner plot to
infinite shut-in time. For finite and developed reservoirs, the
extrapolated pressure is not a good estimate of p; and gener-
ally has been called the ““false pressure,”” p* L8810 Fig 5.5
shows pressure buildup data for a well in a finite reservoir.
The extrapolated talse pressure, p*, is higher than the aver-
age pressure at the instant of shut-in unless the drainage
region is highly skewed.

Using the concept of the false pressure, we may rewrite
Eq. 5.4

Pes =p* —m log (_"E +As ) 1 AT W S (5.10)
At
Ramey and Cobb'" show that p* is related to p; by
141.2 4B
pr=pi= R [po(ty)
—}} (it FOBON] = wcon win 2unvs (5.11)

When the logarithmic approximation, Eq. 5.3, can be used
for pp(1,p) in Eq. 5.11, p* is identical to p,.

Eq. 5.10 indicates that the normal Horner plot, p,., vs log
[, + Ar)/At], should have a straight-line section with
slope —m, as schematically illustrated in Figs. 5.2 and 5.5.
Although it is commonly believed that the Horner plot
should be used only for new wells or when 1,, is relatively
small, Ramey and Cobb'® and Cobb and Smith!® indicate
that the Horner plot may always be used for pressure-
buildup data analysis. However, since it requires more work
than the Miller-Dyes-Hutchinson method, the Horner plot is
generally not used unless 1, << 1,4,

Miller-Dyes-Hutchinson Analysis

The Homer plot may be simplified if A7 << 1. In that
case. t, + Af =1, and

ot LA | T ]ll LA I B | T [ll!ll[ T T
. : ”
I IEUO:-
0
&' =
oo L
5& 1200
(o] ; b .
T g N =
! - —
g oo —
- - ;
8 - =
ooolL 11 [T o o ) OO T
43 2 B 6854 3 2 B 654 3 2
102 10 [

(tp+at)/ot

Fig. 5.5 Horner plotof typical pressure buildup data from a well in
a finite reservoir. After Matthews and Russell !
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Iug(_"l?_z At ) loEt, —10RBT - camvemms o2 (5.12)
At

If Eq. 5.12is used in Eg. 5.10, then
Pios =g FIIGEBYE o s vms svmommmr vms simoiese (5.13)

Eq. 5.13 indicates that a plot of p,., vs log Ar should be a
straight line with slope +m, where m is given by Eq. 5.5.
Permeability may be estimated from Eq. 5.6, and the skin
factor may be estimated from Eq. 5.7. The p,. vs log At plot
is commonly called the Miller-Dyes-Hutchinson (MDH)
plot.** We use this terminology throughout this mono-
graph. The false pressure may be estimated from the MDH
plot by using
pE=pone + mlog(s, + 1)

=pPmetmloglt,) . oo (5.14)

Fig. 5.2 indicates that some minimum shut-in time is
required before pressure-buildup data fall on the Horner
straight line. The same is true for the MDH plot. The
beginning of the MDH semilog straight line may be esti-
mated by making the log-log data plot and observing when
the data points reach the slowly curving low-slope line,
about 1 to 1.5 cycles in time after the end of the unit-slope
straight line. Alternatively, the time to the beginning of the
semilog straight line for either the Horner or the MDH plot
may be estimated from Eq. 2.22.2¢

Afu = 50("”(:!1_1-!5' ....................... (5 IS'd)
or, in hours,

A= 170,000 Ceo1s
(khip)

For fractured wells, Ar estimated using a C based on well-
bore storage volume rather than a C derived from a log-log
plot unit slope (see Eq. 2.20) will tend to be a minimum
value owing to neglect of any fracture storage volume.

Fig. 5.5 indicates that after some shut-in time, the pres-
sure begins to fall below the semilog straight line. This is
true for both Horner- and MDH-type plots. The end time of
the semilog straight line may be estimated from

§== _Qbﬂfﬂ‘i
0.0002637 k

where (Atp, )i, the dimensionless shut-in time at the end of
the semilog straight line, depends on reservoir shape and
well location. Ramey and Cobb'" and Cobb and Smith'?
present (Afp, ). data for a variety of shapes and well loca-
tions for both Horner- and MDH-type plots. Fig. 5.6 gives
(In4 )ese data for a Homer plot for the shapes and well loca-
tions in Table 5.2. Fig. 5.7 gives the information for an
MDH plot. Both figures identify the time when the data-plot
slope deviates from the correct slope by about 5 percent.
Cobb and Smith'* (preprint version only) also give the time
to the end of the semilog straight line for 2-, 10-, 15-, 20-,
and 40-percent deviation. Similar data for a square with
constant-pressure boundaries and the well at the center
are available*!*# and are included as Shape 7 in Figs. 5.6

................. (5.15b)

(B aNears it san (5.16)

‘and 5.7.
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A comparison of Fig. 5.6 with Fig. 5.7 shows that, in
closed systems, (Atp,)eq s never longer for an MDH plot
than for a Homer plot. For symmetric closed systems, the
straight line will be prolonged by the Horner plot for produc-
ing times t, up to 44,,. For asymmetrical systems, the
advantage is not so great. Practically speaking, the Horner
plot is superior from the standpoint of straight-line duration
for 1, <1, otherwise, the MDH plot is equally good and
is much easier to prepare. However, the figures do show
that the MDH plot has a longer straight line than the Horner
plot for a square with constant-pressure boundaries when
tapa > 0.15.
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For the closed systems given in Table 5.2, Cobb and
Smith!® show that the average reservoir pressure is reached
after a dimensionless shut-in time given by

&fnd = {fpd .)pss RS R ARG S S SR (50 I?)
where (134 ), 1s given in Table C. 1. In highly asymmetrical

systems, or in systems with eccentric well locations, p is
reached slightly before this time.

Example 5.2 Pressure Buildup Test
Analysis—Miller-Dyes-Hutchinson Method

We use the buildup test data of Example 5.1 shown in
Table 5.1. The log-log data plot, Fig. 5.3, shows that
wellbore storage effects have died out after 0.75 hour. The
MDH plot, p, vs log Az, shown in Fig. 5.8 has a straight
line with

m = 40 psig/cycle,
and.
Py = 3,266 psig.
Using Eq. 3.6,

k= _16_2&"%0)_“'.5_2)(0'@ = 12.8 md,
(40)(482)

the result obtained in Example 5.1. The skin factor may be
estimated as in Example 5.1 to give the same result.

TABLE 5.2—SHAPES USED IN FIGS. 5.6 AND 5.7.

CURVE
NUMBER SHAPE
I
| |
|
2 v
|
L]
3 1
2
4 I
=
5 g 1
4
6 1
I
=1 1
| I
T 1
1 1
b-d-d
NO FLOW

______ CONSTANT PRESSURE
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The end of the MDH straight line may be estimated with
Eq. 5.16 and Fig. 5.7. Using Eq. 2.3b and data from
Example 5.1,

—_ (0.0002637)(12.8)(310)
PPAT0.09)(0.20)(22.6 % 10-%)(mr)(2,640)2

=0.117.

For Curve | in Fig. 5.7, (Atpa)pe = 0.004. We approximate
the well in the center of a circle by a well in the center of a
square, since the two systems behave similarly (see Table
C.1). Using Eq. 5.16,

(0.09)(0.20)(22.6 X 10 %)(7)(2,640)%(0.004)
(0.0002637)(12.8)

10.6 hours.

The straight line chosen uses more than a full cycle of data
before 10 hours, so the analysis should be correct. Actually,
the straight line in Fig. 5.8 appears to last to about 20 hours.
This may indicate that Fig. 5.7 provides conservative esti-
mates, or that the value of A or ¢, used in this example is 100
small. The end of the straight line for the Horner plot is
estimated in a similar manner to be about 26 hours, which
agrees well with Fig. 5.4,

Ar=

Extended Muskat Analysis

In 1937, Muskat® proposed plotting pressure buildup data
as log(p — p.) vs Ar. Subsequent theoretical studies'®'%*!
indicate that this graph should be used with caution and only
as a late-time analysis method. Because of the long shut-in
times usually required for pressure buildup data to reach the
Muskat straight line, the method has limited value for
pressure-buildup test analysis. However, it appears to be
more practical for analyzing pressurce buildup data in pro-
ducing wells in water-drive reservoirs and filled-up water-
floods because of the longer duration of the Muskat straight
line in those systems.2!2

The Muskat method uses a trial-and-error plot with sev-
eral p estimates; a straight line is obtained for the correct p.
Fig. 5.9 15 a schematic illustration of the extended Muskat
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i P 20 e = 3317 PSIG
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=
B uoio) ertEAss h
- :
lg 3000 3y oy pppgl ol [
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Fig. 5.8 Miller-Dyes-Hutchinson plot for the buildup test of
Example 5.2.
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data plot. "% [f the assumed p is too high, the plot will be
cpneave upward; if p is too low, the plot will be concave
downward.

The intercept at Ar=0, (P — Py )int: Of the correct straight
line of an extended Muskat plot may be used to estimate
reservoir permeability from!?

Ii”ﬂ - PoMint (EpDa)s v o e vesvoniaen (5.18)
h(P = Pi.r.'x)!nt

The dimensionless Muskat intercept, ppyn. Which is a
function of dimensionless producing time, is given by
Ramey and Cobb!" for a single unfractured well in the center
of a closed-square drainage system, and by Kumar and
Ramey?? for a square with a constant-pressure boundary.
Fig. 5.10 shows the data for both systems. For the closed-
square system,

I IRy <. S —— (5.19a)

it producing time exceeds the time to pseudosteady state.
For the constant-pressure boundary system,

b i (5.19b)

when producing time exceeds the time required to reach
steady state. Matthews and Russell' (Page 31) and Russell?
give data indicating that pyyindfpps > 0.1) = 0.84 for a
closed circular system. The large difference between values
of 0.67 and 0.84 for a square and a circular system operaling
at pseudosteady state is cause for concern. Under most
circumstances, those two systems should behave almost
identically. Yet, for the Muskat method of analysis, the
appropriate factor to use in the analysis varies by about 25
percent. This is definitely an indication that the accuracy of
the method is open to question.

The value of the Muskat intercept for the square with the
constant-pressure boundary (Fig. 5.10) is significantly dif-
ferent from the value for the closed square. That results
from the different behavior of the systems and because the
Muskat plot for the constant-pressure boundary system uses
p.. the constant-boundary pressure, rather than p, the aver-
age pressure at the time of shut-in.

LOG (P-pPys)

SHUT-IN TIME, At, HR

Fig. 5.9 Schemaric extended Muskat data plot for pressure
buildup test analysis.




52

The slope of the Muskat-plot straight line may be used to
estimate drainage area. For a closed square "

A= —000470k (5.20a)
bpaemy
1.9
P
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12 + —1
o |
Fi |
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Fig. 5.10 Muskat dimensionless-intercept pressure for a well in the
center of a closed or constant-pressure-boundary square. Data of
Rumey und Cobb'" and Kumar and Ramey.?2
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Fig. 5.11 Time to beginning and end of the Muskat straight line for
a well in the center of u closed or constant-pressure boundary
sqyuare. Data of Ramey and Cobb'™ and Kumar and Ramey, *?
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and for a square with constant pressure boundaries,

A= 000233k (5.20b)
ducmy

In Eq. 5.20, my is the slope of the Muskat plot and is a
negative number. Matthews and Russell' (Page 31) and
Russell indicate that the constant in Eq. 5,20a is —0.00528
for a closed circular system with the well at the center.
Again, we see a large discrepancy in the values used for
analyzing pressure buildup data in square and circular sys-
tems. That discrepancy in both Egs. 5.19a and 5.20a may
indicate that very accurate results should not be expected
when using the Muskat analysis method.

The beginning and end of the Muskat straight line may be
estimated from

‘ﬁﬂ{“ﬁ
0.0002637 k
where (At;,4)y is shown in Fig. 5.11. Data for both the start
and the end of the straight line are given for the closed
square. For the square with constant-pressure boundaries,
Fig. 5.11 indicates only the start of the straight line; it can be
expected to end at Ary,, = 0.25,2122

Af: (Afp_q);f. ................. (5‘2])

Example 5.3  Pressure Buildup Test
Analysis—Extended Muskat Method

A Muskat plot of the pressure data of Example 5.1 is
shown in Fig. 5.12. Only four points define the straight line
in Fig. 5.12, so we should immediately be suspicious of
analysis results. From Fig. 5.12,

(P = Puws)ine = 31.4 psig,
and

my = —0.00586 cyclefhr,
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o o p = 3400
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0 10 20 20 40
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Fig. 5.12 Extended Muskat data plot for Example 5.3,
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We will use Eq. 5.18 to estimate permeability from the
intercept, but we must first obtain ppyin (pna) from Fig.
5.10. Thus, we assume a single well in the center of a closed
square; normally. that would be a reasonable approximation
to the circular system. but as shown with Egs. 5.19 and
5.20, it may not be so reasonable for the extended Muskat
analysis. Using Eq. 2.3b and an estimated permeability of
12 md.

(0.0002637)(12)(310)
(0.091(0.20)(22.6 % 10 S)(m)(2.640)%

=0.11.

Thus, for a first estimate, pyyp, = 0.67 from Eq. 5.19a and
Fig. 5.10. Using Eq. 5.18,

_ (141.2)(4,900)(1.55)(0.67)(0.20) _ ¢ 5,4
(31.4)(482) B

l'p;’l_-l =

k

Since this is lower than the value used to estimate 1,,;,,. we
need to iterate. Repeating the computations, £, ~ 0.087,
Poying = 0.665, and k = 9.4, which is acceptable agreement.

This value of k is about 27 percent lower than estimated by
the Horner and MDH methods. This is because the Muskat
straight line is poorly defined in this case and apparently is
not drawn through data from the correct time interval (esti-
mated to be about 150 to 300 hours later in this example).
Ramey and Cobb'? indicate that only very late buildup data
are straightened by the Muskat plot; we may not have
enough of those data. Unfortunately, data at such times also
may be influenced by interference from other wells or other
boundary effects.

In spite of the problems with the data. we estimate 4 and
the duration of the straight line to illustrate the method.
Using Eqg. 5.20 and the slope of the straight line in Fig. 5.12,

4= ~ (—0.00471)(9.4) _
(—0.00586)(0.20)(0.09)(22.6 x 1079
= 18.6 x 10%gq ft.

From data provided for Example 5.1,

A=m(2,640)* = 21.9 x 109 sq ft.
So, the extended Muskat analysis is low by about 15
percent.

Fig. 5.11 indicates that for 1,,, = 0.09, the straight line

should meet the requirement 0.042 << (Af;,)q < 0.085.
Using Eq. 5.21,

(0.09)(0.20)(22.6 X 10 %)()(2,640)?
[ (0.0002637)(9.4) ] R

< Ar < [3,590](0.085).
Thus,
151 < At < 305 hours.

This clearly indicates that even though the extended Muskat
plotappears to have a straight line, that straight line does not
occur at the right shut-in time for analysis. In this case,
careful analysis (using Eq. 5.21 and Fig. 5.11 to check the
limits on the'straight line) indicates that the results should be
considered as incorrect — at least when analysis techniques
for a closed square are used.

P
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If, instead of using the Ramey and Cobb'’ data for a
closed square systent, we use the Matthews and Russell!
data for a closed circular system, we would estimate

k=11.9md,

using a value of 0.84 in Eq. 5.19 rather than 0.67. Using a
value of —0.00528 as the constant in Eq. 5.20a, we estimate

A=20.8 x 10sq ft.

These values are within 7 and S percent of the correct values,
respectively. Thus, we see that we get much better results by
using the analysis method for the closed circle than the
closed square. This may or may not be coincidental. Unfor-
tunately, little information is available for analyzing Muskat
plots for closed, circular, or other systems.

Example 5.3 illustrates that results from the extended
Muskat analysis method may be incorrect. Fig. 5.11 shows
that it takes a long time for the extended Muskat straight line
to develop; for a well in the center of a closed square, the
well must be shut in almost half as long as it would take for
that well to reach pseudosteady state under producing condi-
tions. Detailed data are not available for shut-in require-
ments for other well locations and drainage shapes, but we
can expect the requirements o be as severe as those for a
well in a closed square. The relatively large difference in the
analysis constants for the square and circular systems is an
indication that systems with other shapes may have signifi-
cantly different constants in the analysis equations. That can
be expected because the Muskat analysis technique applies
to data taken late in the buildup period, when the system
boundaries have their largest effect on pressure behavior.

Fig. 5.12 also indicates the difficulty of identifying the
Muskat straight line. The uppermost set of points, withp =
3,400 psi, appears to be straight for the last four points.
Certainly it is as straight as the line for the assumed correct p
in Example 5.3. The set of points for the assumed correct p
appears 1o have a second straight-line section from about 8 to
20 hours. Only experience and the use of Eq. 5.21 and Fig.
5.11 would prevent drawing and analyzing that straight line.
Eqgs. 5.18 and 5.20 indicale that a straight line drawn from
8 to 20 hours would yield even lower permeability and
drainage area.

Because of the long time required for pressure buildup
data to reach the Muskat straight line, and because small
geometry differences have a large effect on analysis results,
the Muskat method has limited value for pressure-buildup
test analysis.

Developed Reservoir Effects

When the test well is producing at pseudosteady state
before a buildup test, or when it is experiencing a pressure
decline because of production from other wells in the reser-
voir, the analysis methods discussed previously may give
incorrect results. In such cases, it is best to use Eq. 5.1 ina
more general form. Slider®®# has suggested analysis tech-
niques that apply in these situations; Sections 3.4 and 4.5
give them for drawdown and multiple-rate testing. A similar
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approach is used for pressure buildup testing, as explained
below.

Extrapolate the flowing pressure into the buildup period
1o estimate . (Fig. 3.8 gives nomenclature for a flowing
test.) Then estimate the difference between the observed
shut-in pressure and the extrapolated flowing pressure,
Apy,,, and plot Ap,, vs log As. The data plotted should
follow the relationship

AP.\: =Piws — Pwext = Ap"“- + m Iog Ar, ... .. t5.22)
astraightline ona Ap , vs log At plot with slope m given by
Eq. 5.5 and intercept given by

Apue=m |log[ %\ —32275 + 0.868595 | .
T

Permeability is estimated from Eq. 5.6 and skin factor is
estimated from

s=1.1513 [Apmr —mg(_" )+3‘2275] .
m P’

C

If pressure decline at the test well is linear before the
buildup test, then Eq. 5.22 becomes

Pus—mM*Ar = Ap ¥ +mlogAe, ........... (5.25)
where m* is the linear rate of pressure change before the
buildup test:

m¥ =Pt ypens < L
dr

Normally, m* is a negative number. The value of Ap,,* in
Eq. 5.25 is derived from Eq. 5.23 and the equation for the
extrapolated linear pressure behavior:

Apine® = pusAr = 0) +m [log ( : k 2)

—~ 32275 + 0‘868595]

............ (5.27)
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Fig. 5.13 Log-log data plot for a pressure buildup test in a
developed reservoir, Example 5.4.
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Thus, when pressure declines lincarly before testing, a plot
of (pus — m*At) vs log At should be a straight line. Skin
factor may be estimated from Eq. 5.7 with Ap,,* in place of
P ine- Permeability is obtained from Eq, 5.6,

Example 5.4  Pressure Buildup Test
Analysis—Developed System Analysis

Figs.5.13 and 5. 14 show simulated pressure buildup data
for a well in a developed reservoir. All wells were produced
at a constant rate for 15 days; then, one well was shut in for
buildup while the others continued to produce. Known data
are

k=15md g=1518TB/D
h=11ft B =1.21 RB/STB
mw=13Tcp €, =267 % 10 %psi!
¢$=0,173 s=0
r = 0.286 ft Pwr(At=0)= 2,634 psig.

Just before shut-in, bottom-hole flowing pressure was de-
clining linearly at 7.836 psi/D, som* = —0.3265 psi/hr.
Fig. 5.13 is a plot of log[p s = p u (A1 = 0)] vs log Ar.
It shows that wellbore storage effects are important initially,
but die out after about 4 hours of shut-in time. The first two
data points are on the unit-slope straight line; thus, Eq. 2.20
can be used to estimate the wellbore storage coefficient.
From Fig. 5.13, Ap = 20 psig at At = 0.1 hour. Then,

_ (51)(1.21) 0.1
24 20

For an oil gravity of 30 API, p = 54.7 Ib/cu ft and Eq.
2.16 may be used to estimate pipe size for arising fluid level:

C = 0.0129 RB/psig.

Vi=(0.0129) 247 3217 — ¢ 0049 bbl/ft.
144 32.17
This corresponds roughly to 2-in. tubing,
Fig. 5.14 is a semilog plot of data from this test. Both the
correct quantity accounting for the declining reservoir pres-
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Fig. 5.14 Dara plot for a pressure buildup test in a developed
reservoir. Example 5.4,
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sure, p . — m*Ar, and the normal MDH plot are shown.
For the correct data plot (circles in Fig. 5.14),

m = 83.5 psig/cycle,
and

Apt = 2,987 psig.

We estimate permeability from Eq. 5.6:

k= (162.6051X1.21)(1.37) _ 14 97 mq.

(83.5)(11)
This is within 0.2 percent of the input value, 15 md. The skin
factor is estimated from Eq. 5.7 using Ap,;,,* in place of
Pinr-
s= I, zsn[ 2.987—2,634
83.5

—m( 14.97
(0.173)(1.37)(26.7 X 10-5)(0.286)*
i 3.2275] = -0.007.

The input value is zero.

If the MDH plot (+s in Fig. 5.14) is analyzed with Eqgs.
5.6 and 5.7, we obtain k = 17.0 (a 13.3-percent error) and
s = 0.7. In addition to providing more correct results, the
(p., — m*Ar) plot has a semilog straight line of longer
duration than the MDH plot. In this example, the line ends
after about 24 hours for the MDH plot while data still fall on
the semilog straight line after 100 hours for the correct data

plot.

5.4 Buildup Test Analysis When Rate Varies Before
Testing

Strictly speaking, the Horner and Miller-Dyes-
Hutchinson plotting techniques apply only for a constant
production rate preceding the buildup test. However, as
indicated by Eq. 5.9, variable-rate conditions may be han-
dled approximately in many circumstances. Nevertheless,
in buildup tests with relatively short flow periods or
with widely varying rate before shut-in, it is important to
include the effects of rate variation on test analysis.
For infinite-acting systems and unfractured wells, a varia-
tion of Eq. 4.1 may be used:

N
i 4 10 Iy — 4 A )
Pu=pi=m Y~ - g( e

Fig. 5.15 identifies the nomenclature for the variable-rate
period. Eq. 5.28 indicates that a plot of p,, vs the summation
term on the right-hand side should yield a straight-line
portion with slope —m given by Eq. 5.5 (with the final rate,
gy. used in place of ¢) and intercept p;. Permeability is
estimated' from Eq. 5.6, and skin factor from Eq. 5.7 if
(ty — ty—y) =>> 1 hour or from Eq. 5.8 with ¢, replaced by
(ty = ty-y)-

Odeh and Selig®® propose a method similar to the Horner
method for analyzing variable-rate buildup tests when the
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production period is shorter than the shut-in period. They
suggest calculating a modified production time,

.'\'r
E gi(t® — t;%)
tp-‘k;-z 10— J= e G O Ty 4 (529]
N
2 z qi(ti — ti—y)
I=1
and a modified flow rate
f\"
q* == I Z (b(fj — ¥ 1]. .................. (530)
,*

j=1

The summation term in Eq. 5.30 is the total stock-tank

volume produced. The normal Horner analysis is used with
r,* and ¢* in place of 7, and ¢.

Example 5.5 Pressure Buildup Test
Analysis—Variable-Rate Analysis
Odeh and Selig?® give the pressure buildup and pretest
rate data in Table 5.3. They also indicate that

= 1.0 RB/STB and . = 0.6 ¢p.
}-1g. 5.16 is a plot of the data in Table 5.3. using Eg. 5.28.

The summation term in that equation is written as follows for
those data (N = 3):
N
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Fig. 5.15 Schematic of rate variation preceding a pressure
buildup test.
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For At = 2, this becomes
3;:‘“_3)+2| (6+_3)+1o (3"2)
Ve (6 +2 WA B\

=0.4149 + 0.4082 + 0,3979
= 1.2210.

Table 5.3 summarizes the calculations. The slope in Fig.
5.16 gives m = 153 psi/cycle. Using Eg. 5.6 with the last
rate,

(162.6)(159.5)(1.0)(0.6)
153

kh = = 102 md ft.

Odeh and Selig*® indicate that the correct result for these
simulated data is 106 md ft. They used the Horner plot to get
77 md ft and the modified analysis method of Egs. 5.29 and
5.30 to get 97 md ft. It does appear that the varying rate
before shut-in must be considered in analyzing this test.

Example 5.5 demonstrates that applying Eq. 5.28 can be
tedious, Generally, a computer would be used to calculate
the summation term in that equation.

5.5 Choice of Analysis Technigues

From a practical viewpoint, the Miller-Dyes-Hutchinson
analysis technique is preferred because of its ease of use.
When 1, > 1., the MDH method gives answers for permea-
bility and skin that are just as good as those given by the
Horner method. However, for short production times, the
Homer method should be used since the semilog straight line
with the correct slope is longer than the MDH plot. Recom-
mended engineering practice is the following:

1. Use the MDH method as a first-pass method unless
Iy <<y, or unless the system can be approximated by a well
in the center of a square with constant-pressure boundarics
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Fig. 5.16 Variable-rate pressure-buildup analysis plot for
Example 5.5. Data of Odeh and Selig.**
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(as in a five-spot, filled-up waterflood).

2. Use the Horner method for a second pass if circum-
stances dictate, or as a first pass if 1, is small.

When a test well in a developed reservoir has an ex-
trapolatable flowing pressure decline, the developed-
reservoir test analysis methods, Eqs. 5.22 and 5.25, should
he used. Significant analysis errors can result if normal
Homer or MDH plotting is used in such cases. When flow
rate varies significantly before buildup testing, a variable
flow-rate analysis technique, such as Eqs. 5.28 through
5.30, should be used.

The extended Muskat analysis method uses pressure
buildup data occurring in the transition between the normal
Homer or MDH straight line and the onset of average reser-
voir pressure.'” This technique is not recommended except
in unusual circumstances because of (1) the long testing time
required for the extended Muskat method to exhibit the
straight line; (2) the ease of observing an apparent straight
line at incorrect average pressures or at times before the
straight line actually starts; (3) frequent distortion caused by
interference effects of other wells; and (4) the significant
effect of system shape on the coefficients in the analysis
equations. The extended Muskat method appears to be more
applicable to wells in waterfloods and in water-drive reser-
voirs that more closely approach constant pressure than a
no-flow boundary condition "2

5.6 Factors Complicating Pressure Buildup Testing

Frequently, pressure buildup tests are not as simple as
discussed in the preceding examples. Many factors can
influence the shape of a pressure buildup curve. An unusual
shape may require explanation to complete a proper
analysis, or it may prevent a proper analysis. In addition to
wellbore storage effects, hydraulic fractures, particularly in
low-permeability formations, can have a major effect on
buildup-curve shape and analysis. Chapter 11 gives a more
detailed discussion of both these factors,

One example of a pressure buildup curve that has an
unusual shape when analyzed by the Horner or Miller-
Dyes-Hutchinson methods is a test run with a nonstabilized
rate before testing. It is important to recognize that condition

TABLE 5.3—RATE AND PRESSURE DATA FOR EXAMPLE 5.5.
Data of Odeh and Selig.**

Rate History

t; q,
j (hours) (STB/D)
Q 0 0
1 3 478.5
2 6 319.0
3 g 159.5
Buildup Data and Computations
9+..\I 2log (ALY ug (3441 ..
{hnuru.] 3+_\r) At b (psig)
B3 rﬁ' @ 0.4082 03979 1.2210 2813
3 0.3748 0.3522 03010 1.0780 2 838
5 0.3142 0.2766 0.2041 0.7949 2877
7 0.2705 0.2279 0 1549 06533 2895
a 0.2375 0.1938 0.1249 0.5563 2,910
11 0.2117 0.1686 0.1047 04851 20919
13 0.1310 01463 0.0902 0.4305 2.930
15 0.1740 0.1339 0.0792 03871 2935
17 0.1597 0.1214 0.0706  0.3517 2,942
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and consider it in the analysis, as discussed in Section 5.4.
Other practical problems also can be troublesome. These
include a bottom-hole pressure gauge in poor working con-
dition, a leaking pump or lubricator, problems resulting
from pump pulling before gauge placement, ete. Addition-
ally, wells with a high gas-oil ratio can exhibit humping
during pressure buildup®€ (see Fig. 2.13). In such cases, the
bottom-hole pressure increases to a peak, decreases, and
finally increases in a normal manner. In some situations,
segregation of water and oil in the wellbore can produce a
hump.

The shape of the pressure buildup curve also can be
affected by fluid and rock interfaces, water-oil contacts,
layering, and lateral fluid or rock heterogeneities. (See
Chapter 10.) Wellbore storage, wellbore damage or im-
provement, and geometry of the drainage arca can also
affect the shape of a buildup curve. For examples, see Refs.
19, 20, and 27, as well as Chapter 11.
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Chapter 6

Estimating Average Reservoir Pressure

6.1 Introduction

Average reservoir pressure, p, is used for characterizing a
reservoir, computing oil in place, and predicting future
reservoir behavior. It is fundamental in understanding much
reservoir behavior in primary recovery, secondary recovery,
and pressure-maintenance projects.

Average pressure for a reservoir without water influx is
sometimes defined as the pressure the reservoir would reach
if all wells were shut in for infinite time. An equivalent
definition, assuming uniform compressibility, is the aver-
age pressure obtained by planimetering an isobaric map
of the reservoir. For some purposes, such a volumetrically
weighted average pressure over the entire productive area
is satisfactory. In some applications, separate volumet-
rically weighted average pressures are desired for gas cap
and oil areas using appropriate volumes and compressi-
bilities. At other times, the average pressure at a boundary
is desired for computing influx. In yet other situations,
other types of averages for various areas or fluid types may
be desired for use in models that use different reservoir-
performance prediction technigues. Thus, the method of
averaging can depend on the use intended.

In high-permeability reservoirs, observed pressures after
24 to 72 hours of shut-in sometimes may be used as control
points for isobaric maps with acceptable accuracy. How-
ever, most situations require some correction of observed
pressures to estimate average pressure near the well. In this
regard, one common estimate is the average pressure for a
well’s drainage region. With the increasing use of reservoir
simulation, it is often necessary to estimate average pressure
around a well in an area equivalent to the model’s grid
blocks. In general, only drainage-region average pressure
can be estimated from well tests in developed reservoirs.

If a single well in a multiple-well reservoir is shut in, its
pressure will eventually decline as a result of withdrawals
from other wells, so its pressure will not level out at the true
average pressure of the well's drainage region at the instant
of shut-in. Nevertheless, each well’s drainage region — or,
for that matter, any other composite region — does have an
average pressure at a given time.

Section 5.2 indicates that the average reservoir pressure in
an infinite-acting reservoir (p* = p; = p) may be estimated

by extrapolating the straight-line portion of a Horner plot
for a shut-in well to [(1, + &:)Mr] = 1, as indicated
in Fig. 6.1. Estimating p is more complex for bounded
drainage regions since the pressure normally falls below the
semilog straight line. This chapter presents methods for es-
timating average drainage-region pressure from individual-
well pressure buildup data.

6.2 Estimating Drainage Volume

Most reservoirs are depleted by several producing wells.
In closed, single-phase, constant-compressibility systems
containing only production wells, each well drains only a
portion of the reservoir."* At any given time the drainage
limits of a well are, from a mathematical standpoint, equiv-
alent to physical barriers to flow located around the well.
The average pressure estimate for a well applies only to its
drainage region as it existed at the instant of shut-in. Mat-
thews and Russell! and Matthews and Lefkovits? treat the
concept of drainage volume in detail.

In single-phase depletion systems, for wells put on pro-
duction at the same time, each well initially drains an equal
volume of the reservoir without regard to production rate.
Matthews and Russell' present a series of figures showing
drainage boundary movement from initial production to
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Fig. 6.1 Typical pressure-buildup curve for a well in a finite
reservoir. After Matthews and Russell.!
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pseudosteady-state conditions for unequal well production
rates. Under pseudosteady-state conditions, the reservoir
pore volume drained by a well is proportional to that well’s
production rate; !

Pom Bl - i o e s g (6.1)
i

This concept is based on pore volume and nor on area;
variations in thickness, porosity, and fluid saturation must
be considered when changing drainage volumes estimated
from Eq. 6.1 to drainage arcas. Eq. 6.1 applies to single-
phase, constant-compressibility systems only. When two or
three fluid phases are present, the relationship between
drainage volume and production rate may be much more
complex because of (1) the complex nature of multiple-
phase fluid flow through porous media; and (2) the possibil-
ity that some fluids may be produced from portions of the
reservoir where other fluids are not mobile. For example, a
well producing oil, water, and gas may produce oil (plus
solution gas) from a portion of the pay section; water from
below the water-oil contact, from the transition zone, or
from coning; and gas from the gas cap, from the transition
zone, or from coning. Under such conditions, it should be
apparent that the simple approach indicated by Eg. 6.1
would not be necessarily correct.

Drainage regions in water-drive and pressure-maintained
reservoirs are considerably more complex than those in
depletion-type reservoirs. This subject is discussed in more
detail in Section 6.4.

In spite of the difficulties of defining drainage volumes,
there appear to be many situations where weighting esti-
mated average drainage-region pressures proportional to
production rates will provide workable estimates of vol-
umetrically weighted average reservoir pressure. Using
such a procedure, the drainage-region average pressure at
the instant of shut-in would be estimated using methods
presented in Sections 6.3 and 6.4. For that computation,
individual-well drainage regions of an assumed nominal
shape are required. The size of those regions would be
estimated by using a fraction of the total reservoir hydrocar-
bon pore volume based on representative production rates
before shut-in, as indicated by Eq. 6.1.% Then, the over-all
average volumetrically weighted reservoir pressure would
be estimated by weighting cach dramage-region average
pressure by the production rate in that drainage region.

Normally, pressure surveys include only a portion of the
wells in a given reservoir. In such a case, it is often accept-
able to compute average pressures based on nominal drain-
age areas related to the well pattern (for example, a 40-acre
square). Such pressures then can be spotted on maps and
contoured to obtain a volumetrically weighted average res-
ervoir pressure. The desired pressure for contouring pur-
poses is the average pressure in the vicinity of each well at
some point in time. That pressure will differ from the pres-
sure over the well’s actual drainage region when the drain-
age region is highly skewed as the result of unequal produc-
tion rates, irregular well locations, incomplete reservoir
development, water influx, etc. Both approaches to estimat-
ing average reservoir pressure are pragmatic; in many cases,
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a result with a possible £20-percent error is better than no
result at all. It is hoped that the errors resulting from inac-
curacies in evaluating drainage-region shapes will be in both
directions and will tend to be self-cancelling on an over-all
reservoir basis.

6.3 Estimating Drainage-Region Average Pressure

In his classic paper, Horner? presented a method for
estimating average or initial reservoir pressure in an infinite
system. That technique provides realistic estimates of aver-
age pressure for tests with short production periods, such as
drillstem tests (see Chapter 8). Horner stated, however, that
the extrapolation method does not apply to closed or
multiple-well systems without correction. He said that, in
closed, single-well reservoirs, the average pressure gener-
ally would be below the extrapolated false pressure, p*,
shown in Fig. 6.1. In fact, p is usually less than p*, but it
may be greater than p* in highly skewed drainage shapes.
This section presents several methods for using observed
pressure-buildup data to estimate drainage-region average
pressures. Those drainage-region average pressures then
may be used to estimate a volumetrically weighted average
reservoir pressure, as outlined in Section 6.2.

Matthews-Brons-Hazebroek Method

In 1954, Matthews, Brons, and Hazebroek* presented a
technique for estimating average reservoir pressure from
buildup tests in bounded drainage regions. The limitations
of the method result from assumptions of no variation in
drainage region, fluid mobility, or fluid compressibility.
However, those limitations can be overcome effectively in
multiple-well reservoirs (as discussed in Section 5.2 and
later in this section) by using a production time, 1,,, equal to
t,ss rather than the longer actual production time. The
Matthews-Brons-Hazebroek (MBH) technique does provide
a way to estimate p for a well in almost any position within a
variety of bounded drainage shapes. In using the method,
the engineer ideally would divide the reservoir into drainage
areas. Such division can be quite time-consuming, S0 nomi-
nal drainage regions based on well spacing or some other
convenient parameter are often used in practice. When that
is done, it should be recognized that significant differences
in late-time buildup-curve appearance can result from un-
usually shaped drainage regions (normally, a result of high
degrees of production imbalance or very irregular well spac-
ing). Such circumstances could justify more precise evalua-
tion of drainage-area shape as outlined in Section 6.2 and by
Matthews, Brons, and Hazebroek,! depending on the in-
tended use of the resulting average pressures.

To estimate drainage-volume average pressure by the
MBH method, first extrapolate the Horner pressure-buildup
plot (Section 5.2) to obtain the false pressure, p* (Fig. 6.1).
(Or p* may be estimated from the Miller-Dyes-Hutchinson
plot and Eq. 5.14). Then, average pressure is estimated from

m
2.3025

where m is from the slope of the Horner (or Miller-Dyes-
Hutchinson) straight line, Eq. 5.5:

p=pt— Pompu(fppa)s <o oo ciiasin (6.2)
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In Eq. 6.2. ppypn (1ppa) is the MBH dimensionless pressure
determined at the dimensionless time corresponding to1,,:

fopa = Q0002637 kty, (6.4)

bpuciA
Figs. 6.2 through 6.5 give MBH dimensionless pressures for
several drainage-area shapes and well locations.

As in the normal Homer analysis technique, we have
assumed that the well produces at constant rate ¢ from time
zero tot,, when the well is shut in for buildup testing, If the
rate is not constant, 1, is estimated as discussed in Section
5.2 (before Eq. 5.9). In such a case, one normally estimates
i, from Eq. 5.9;
_ 24V,

q
where Vp is the cumulative volume produced since the last
pressure equalization and g is the constant rate just before
shut-in. Cumulative production from the last pressure sur-
vey is normally used because it is convenient. The important
fact is that the Horner plot is based on superposition for an
infinite-acting system, both before and after shut-in. If the
system is not infinite-acting before shut-in, that must be
considered in analysis, and either,, or the analysis technique
must be modified. The py ) values from Figs. 6.2 through
6.5 include such a consideration.

ty o (6.5)

Pinson® and Kazemi® indicate that r,, should be compared
with the time required to reach pseudosteady state:

buciA
0.0002637 k

(Inadpss = 0.1 for a symmetric closed square or circle with
the well at the center and is given in the **Exact for r,, >""
column of Table C.1 for other shapes. If 1, > > Logs» then t,,,
should ideally replace 7,, both for the Horner plot and in Eqs.
6.2 and 6.4 for use with the MBH dimensionless-pressure
curves, Figs. 6.2 through 6.5.

Practically, substituting 1, for a tp usually will not sig-
nificantly improve estimates of static pressure unless #, is
greater than about five to ten times £, although results are
relatively more sensitive with high rates. As discussed in
Chapter 5, for a closed boundary condition, use of f,, with
the Horner method can increase the duration of the semilog
straightline as opposed to an MDH plot, and may sometimes
be a justification for a Horner plot using 1, in place of 1,,,
where 1, is only 1.5 to 2 times 1,,,,.

Because of compensating factors (lower value of p* and
corresponding smaller correction), any value of 7, used with
the Matthews-Brons-Hazebroek approach theoretically will
give identical results for average pressure.® Practically, a
relatively short 1, can eliminate serious numerical errors in
calculated static pressures. That includes errors caused by
long extrapolations and deviations from theoretical assump-
tions, such as (1) lack of rate stabilization before shut-in: (2)
migration and changing drainage areas in multiple-well res-
ervoirs; and (3) time variations in system compressibility
and mobility,

oty s eonssin ave vos (6.6)

Tpss =

ADVANCES IN WELL TEST ANALYSIS

Example 6.1 Average Drainage-Region
Pressure—Matthews-Brons-Hazebroek Method

We use the pressure-buildup test data of Examples 5.1
through 5.3 (Table 5.1). Pressure buildup data are plotted in
Figs. 5.3 and 5.4. Other data are

¢ =009 m = 40 psig/eycle

¢ =22.6 x 1079 psi~! (Fig. 5.4)
k= 12.8 md (Example 5.1) t, = 310 hours
u=0.20¢cp A=mr?2

= (2,640)? sq ft.

To see il we should use £, = 310 hours, we estimate r,,g,

from Eq. 6.6 using (754)pss = 0.1 from Table C. 1;
= (0.09)(0.2)(22.6 X 10-)(7)(2,640)*(0.1)
" (0.0002637)(12.8)

t

= 264 hours.

Thus, we could replace 7, by 264 hours in the analysis.
However, since 1, is only about 1.17 1,,, we expect no
difference in p from the two methods,® so we use 7, = 310
hours. As a result, Fig. 5.4 applies.

Fig. 5.4 does not show p* since (1, + Ar)/Ar does not go
to 1.0. However, we may compute p* from p,., al (f, +
Ar)/Ar = 10 by extrapolating one cycle:

p*=3.325 + (1 cycle)(40 psifcycle)
= 3,365 psig.
Using Eq. 6.4,
_____(0.0002637)(12.8)(310)
(0.09)(0.20)(22.6 x 10 ®)(7)(2.640)?
=0.117.

From the curve for the circle in Fig. 6.2, ppysu(tops =
0.117) = 1.34. Eq. 6.2 gives the average pressure:

Iupa =

_ 40
=3365— 40 (134
¥ 23025 O Y

= 3,342 psig.

This is 19 psi higher than the maximum pressure recorded.

Dietz Method

Dietz” presents a slightly different approach for estimat-
ing p. He suggests extrapolating the straight-line portion of
an MDH plot (p, vs log Ar) directly to p. The Dietz
approach assumes that the well has been produced at a
constant rate long enough to reach pseudosteady state before
shut-in,” and that a semilog straight line of appropriate slope
will develop (for wells that are not highly stimulated, s >
—3). Dietz determined the time when p may be read directly
from the extrapolated semilog straight line:

Any=_" = P :

B0 = o 0.0002637C,k
For a well centrally located in a closed-square drainage area,
C,; = 30.8828, so

Aan,,..=122.8 ﬂéﬂfﬂ; ;

For other shapes, the shape factor, C,, is taken from Table
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C. 1. The Dietz method has the advantage of being quick and
simple. and usually is the preferred method for wells without
a significant skin factor (s > =3 orr, < 0.05r,) caused by
acidizing or fracturing.

Ramey and Cobb® describe a method for extrapolating a
Horner plot straight line to average reservoir pressure, For
f,) = 1. they show that

t, +Ar ) ;
=il =Cyty, ==
( Af 5 AfpliA

U.O_U{)Efﬂ kt,Cy
bpcA

For a centrally located well in a closed-square drainage area,
C, = 30.8828 and

tp +Ar\ _ 0.008144 k1,
( At )1, hpeA '

.. (6.8a)

Eq. 6.8 reduces to Eq. 6.7 when (1, + At) = 1,. Whent, <
I ia- which may be estimated from Eqg. 2.8, Ramey and Cobb
show?®

fp AL\ _ dmp,
At R '

The Matthews-Brons-Hazebroek,* Dietz,” and Ra-
mey-Cobb® methods for estimating average reservoir pres-
sure require a certain amount of knowledge about the drain-
age region. In particular, one must be able to approximate
the boundary shape and well location and know that the
boundary is effectively a no-flow boundary at the time the
well is shut in. In many cases, one does not have such
information with any degree of accuracy. Fortunately, under
most circumstances it is permissible to assume a regular
drainage shape based on the well pattern and use that when
estimating average reservoir pressure with any of the three
methods.

Example 6.2 Average Drainage-Region
Pressure—Dietz Method

We again use the buildup test of Examples 5.1 through
5.3 and Example 6.1. Pertinent data are given in Example
6.1. The shape factor, C, for a closed circular reservoir is
31.62 (Table C.1). Using Eq. 6.7a,
= (0.09)(0.20)(22.6 X 10~*)(m)(2,640)*

(0,0002637)(12.8)(31.62)
= 83.5 hours.

The MDH plot, Fig. 5.8, does not extend to 83.5 hours,
but the straight line may be extrapolated to that time. From

Fig. 5.8, p,.s = 3,302 psig at 8.35 hours, so extrapolating |
cycle to 83.5 hours,

P =3.302 + (1 cycle)(40 psig/cycle)

(An)z

= 3,342 psig,

the result obtained in Example 6.1.
The equation proposed by Ramey and Cobb,* Eq. 6.8a,
also may be used:

(0.0002637)(12.8)(310)(31.62)

(rl., + Ar) _
T Ar J; (0.09)(0.20)(22.6 X 10 %)(r)(2,640)F
=2T%
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Extrapolating the Horner-plot straight line from 37. 1 to 3.71
(Fig. 5.4) gives

p=3.302 + (1 cycle)(40 psig/cycle)
= 3,342 psig.

Miller-Dyes-Hutchinson Method

Miller, Dyes, and Hutchinson® published a technique for
estimating p for closed circular drainage regions from the
MDH data plot (p,, vs log Af). The MDH average
reservoir-pressure analysis method applies directly only to
wells operating at pseudosteady state before the buildup test.
(Ramey and Cobb® show how to use the MDH method for a
closed square drainage region whenr, <t,,.)

To use the MDH method to estimate average drainage-
region pressure for a circular or square system producing at
pseudosteady state before shut-in, choose any convenient
time on the semilog straight line, At, and read the corre-
sponding pressure. p,... Then calculate the dimensionless
shut-in time based on the drainage area:

2
Aty = Aty (r:{ ) = 0'000(5%_;‘_@” ,

That dimensionless time is used with the upper curve of Fig.
6.6 to determine an MDH dimensionless pressure, pyypu-
(Note that Fig. 6.6 is based on Aty rather than on Afp,. as is
commonly done. That allows inclusion of the square sys-
tems.) The average reservoir pressure in the closed drainage
region is estimated from

m Poyon (Alps)
1.1513

In Eq. 6.11, p, is the pressure read from the MDH semilog
straight line at any convenient shut-in time, Ar, and ppyon i8
taken from the upper curve in Fig. 6.6 for the same Ar. The
lower curves in Fig. 6.6 apply for estimating boundary
pressures, p,., in water-drive reservoirs and are discussed in
Section 6.4.

P=Pus+

Example 6.3 Average Drainage-Region
Pressure—Miller-Dyes-Hutchinson Method
We consider the same buildup test as in Examples 6.1 and
6.2. The drainage area of the well is approximated by a
circle with r, = 2,640 ft. We choose Ar = 20 hours on the
straight-line section of the MDH buildup curve in Fig. 5.8.
From Egq. 6.10,

(0.0002637)(12.8)(20) -
(0.09)(0.20)(22.6 X 10 5)()(2.640)%
0.0076.

From the upper curve in Fig. 6.6, ppypu at Arpy = 0.0076 is
0.78. From Fig. 5.8, p,, at At = 20 hours is 3,317 psig and
m = 40 psig/cycle. Then, using Eq. 6.11,

p=3.317 + (40)(0.78)/1.1513
= 3,344 psig.

Atpa =

This compares with an average reservoir pressure of 3,342
psig estimated by the other methods.
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ESTIMATING AVERAGE RESERVOIR PRESSURE

Correcting Spot Pressure Readings to Average
Drainage-Region Pressure

There are a surprising number of situations where a single
pressure point, or “‘spot pressure.’” is the only pressure
information available about a well. In older fields, the areal
and chronological pressure coverage often consists only of
spot readings. Brons and Miller'? show two ways to esti-
mate average pressure for single-well, closed drainage areas
from such measurements. Their method is similar to the
Dietz method in that it assumes the wells are producing at
pseudosteady state before shut-in. It also assumes that the
spot pressure measurement falls on the semilog straight-line
portion of the buildup curve (that is, it is between the
wellbore- and boundary-effects portions of the buildup
curve). The technique requires knowledge or reasonable
estimates of the shut-in time when pressure was measured,
the flow rate, formation thickness, formation volume factor,
fluid viscosity. and drainage-region shape and well location.
Two approaches can be used. In the first, an estimate of
formation permeability is required. When that approach is
used, average drainage-region pressure is estimated from
the spot pressure reading at shut-in time, At, using

S—— 162.6 gBu 1
= p.(A1) + g =— =]
P 2 kh g(Af”_,‘ C_.| )

ar
5 = pn'x{al) + Eﬁﬂ log (_. o ‘ﬁ’u'("A - )‘
kh 0.0002637 k A1 C,
................. (6.12b)
For a closed square drainage region, C, = 30.8828 and

P =puddr) + 162:64Bp ., (122.8 wqa)_

kh k At

Note that Eq. 6.12 is independent of skin factor or apparent
wellbore radius. However, it should not be expected to
apply whens < —3.

If an estimate of permeability is not available, another
approach may be used. That approach does have the draw-
back of requiring knowledge of both the skin factor (or
apparent wellbore radius) and the flowing pressure before
shut-in. Brons and Miller'? showed that the k/u term could
be eliminated, so

It’)g (‘%) . 108[(5 il pu'n) + (f)u?s _prr.‘f]}

23.32 ¢e,A )
+ lo ) — log(Ar)
# ( Cof .
—i= ﬂ.!_ll _pu'u} o {6]33}
(P = Pus) + (Pres — Puy)
where
f= |0g(2‘2f5C?A) +0.868595. .......... (6.13b)
rH" A
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Unfortunately, solving Eq. 6.13 for p is difficult without a
¢computer, or at least a programmable calculator. Brons and
Miller suggested a graphical approach. Fig. 6.7 is a graphi-
cal representation of Eq. 6. 13a (although different from the
one proposed by Brons and Miller'?). That figure applies
only for the reservoir properties indicated on it, but the
technique is general. To estimate p, choose values for the
reservoir properties indicated in Fig, 6.7 and calculate ¢B/h
for a series of assumed values of (p,.e — pus) and (p — puy).
Once a figure like Fig. 6.7 has been constructed, ¢B/h and
(Pies — Puy) are entered to determine p — p,. (and, thus, p).
Fig. 6.7 is shown only for illustrative purposes; it is not
meant to apply for general analyses.

Typical or average values for compressibility, porosity,
and shape factor (commonly 30.8 to 31.6) often can be used
with acceptable accuracy in the Brons-Miller technique in a
given field situation. That is especially true since only aver-
age pressure in the vicinity of the well is usually desired for
contouring. Engineering judgment is involved in any simpli-
fication and allowances should always be made for major
changes in compressibility and mobility. Thus, A, and ¢,
should be used for multiple-phase reservoir flow, as indi-
cated in Section 2.11. Normally, one or several simple
graphs similar to Fig. 6.7 (for different skin factors) can be
constructed for a given reservoir. Then, average pressure

@ = o/ =
¢t = I x/lO* PSI
= 40 ACRES
8%0 Ca * 316 =

at = 78 HR

ruw = O.243 FT .
s = -05

PRESSURE CORRECTION, P-pws, PSI

aB/h, RB/D/FT.
Fig. 6.7 Graph for estimating correction to a spot pressure reading
to estimalte average reservoir pressure. Brons-Miller'?
data and method.
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may be estimated using the equivalent of Fig. 6.7, or Eq.
6.13a may be used with actual data. Of course, if an estimate
of mobility is available, Eq. 6.12 may be used, thus greatly
simplifying the analysis.

The method of Eq. 6.13a and Fig. 6.7 does not require
knowledge of k/u because that has been implicitly de-
veloped from previous flow rate and observed pressure data.
The merit of such an approach is that it offers a way to
correct spot pressure readings to average drainage-region
pressures with limited data. The major disadvantages are the
inherent inaccuracy in the implicitly estimated &/p and that
skin factor must be estimated.

An approach somewhat similar to the Brons-Miller ap-
proach may be devised that uses the MDH dimensionless
pressure. To use that approach, we write the expression for
k/w used implicitly by Brons and Miller:'?

k_ 162.64B

K (Pus — Puph '
where f is given by Eq. 6.13b. In Eq. 6.14, p,. is the
observed spot-pressure reading and, for purposes of this
equarion, is taken to be equivalent to the average reservoir
pressure. We assume that p is on the semilog straight line

and use the MDH method to estimate average reservoir
pressure. Thus, Eq. 6.11.,

P=Pus + &"’I‘”l‘w:ﬁ—f”t) N 6.11)

is used to estimate p. To obtain py, ., use Fig. 6.6 where
Aty is estimated from

(0.0002637)(162.64B)
{Pu's o Pu',r) hdn'r"q

Aty | R (6.154)

1

0.04288 ¢Bf
- (Puws — Puy) hpciA
and p,, is the shut-in pressure observed at time Ar; f is

given by Eq. 6.13b. The slope used in Eq. 6.11 is estimated
from

Brs T o et e (6.15b)

— Pus — Puy

m 7 B m o e R A (6.16)

It should be clear that p estimated by this method is only
an approximation, and applies only to a circular or square
drainage region. If there is a significant difference between p
and p,,.,. a second iteration should be made. In that iteration,
the value for p just estimated replaces p,. in Egs. 6.15 and
6.16. Then, a new value of pj, y,y; can be obtained from Fig.
6.6 and a second estimate of p can be made using Eq. 6.11.
Normally, a second iteration is not warranted, given the
imprecision of other data used. Note that the f term in Eqs.
6.14 through 6.16 does depend on drainage area, wellbore
radius, skin factor, and shape factor.

The Extended Muskat Method

As indicated in Section 5.3, Muskat'® showed that a plot
of log (P — pis) vs Ar should give a straight line that can be
used for analyzing pressure buildup data. That plot uses
late-time pressure data corresponding to the curved tail-end
seen on the Horner and MDH plots when the well is shut in

ADVANCES IN WELL TEST ANALYSIS

long enough. The Muskat technique has been discussed and
extended by others.®!"-'% Section 5.3 explains the tech-
nique for estimating permeability and average reservoir
pressure. The extended Muskat analysis applies for any
length of producing time before shut-in, but requires very
long shut-in times for the straight line to develop. Thus, the
straight line is frequently not observed. Fig. 5.11 and Eq.
5.21 may be used to estimate the physical time range during
which the Muskat straight line will occur. Example 5.3
illustrates the Muskat analysis technique for the data of
Examples 6.1 through 6.3. For those examples, shut-in time
was insufficient to develop the correct Muskat straight line,
so an incorrect result was obtained.

Other Methods

Based on Muskat's work, Arps and Smith'® suggest plot-
ting dp,i/dt vs p,s during the late-transient buildup period to
estimate average reservoir pressure. The plot should yield a
straight line that, when extrapolated to zero, provides an
estimate of p. When applicable, the Arps-Smith technique
should give reliable results. However, it suffers from the
same problem as the Muskat technique: it requires a very
long shut-in period.

Recommended Methods

In general, the Matthews-Brons-Hazebroek method for
estimating average reservoir pressure can be expected to
give the most reliable results for a variety of drainage shapes
and production times, providing a r, on the order of 7,4 is
used where production time is large. It is superior to the
other methods discussed in its flexibility and is the only
method that encompasses the entire range of 1, from
infinite-acting through pseudosteady state. The Dietz-type
methods of Egs. 6.7 through 6.9 are also valid when produc-
tion is at pseudosteady state before shut-in. The Dietz
method appears to be the more practical for routine engineer-
ing application except for a short period immediately after
well completion. For wells with a skin factor more negative
than about —3, both methods require further modification
since the correct semilog straight line may not develop for
normal data plots (see Chapter 11).

Dynamic Pressure Used for Numerical
Reservoir Simulation

One current common use of reservoir pressure data is for
comparison with numerical simulator results during a
history-matching process.'” The pressure computed by a
reservoir simulator to be compared with reservoir pressure is
not usually a well's drainage-region average pressure,
Rather, it is the average pressure of the node (grid block) that
contains the well in the reservoir simulator,'” The corre-
sponding reservoir pressure may be estimated from pressure
buildup tests by extrapolating the semilog straight line to the
correct time and directly reading the “*dynamic’’ pressure.
The time is given by!'7

Afﬂ.\‘n = 20@ C{X'rﬁr\'z &
(kip),
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where Av is the length of the side of a square node in the
reservoir simulator. Although Eq. 6.17 assumes that the
well is in the center of a square node that is relatively small
with respect to the well's drainage region, the equation may
be used with reasonable accuracy for wells slightly off
center in rectangular nodes. In that case, Ax* is replaced by
AxAy, the product of the length and width of the node.

If a complete pressure buildup curve is not available, Eq.
6.17 cannot be used directly. However, if a single (spot)

shut-in pressure reading is available for the well and that

pressure pomnt is assumed 1o be on the semilog straight line,
Eqg. 6.17 stll may be used in modified form, and the
dynamic pressure may be estimated from'®

162.6 gB i (200 be,Axt )
; :

( H'.T}I v ot H—-\') + (ADor
Presdasn = (Pues)on (k') h ki) (At)og

Eq. 6. 18 assumes that a reasonable value of total mobility is
known. It should be used only when no better method is
available for estimating the dynamic pressure for history-
matching purposes. Clearly. the approach of Eq. 6.18 could
be modified to be similar to the Brons-Miller method, thus
eliminating the need for an estimate of k/p.

6.4 Water-Drive Reservoirs

Water-drive reservoirs (that is, reservoirs in direct com-
munication with an active aquifer) behave quite differently
from closed reservoirs. particularly with respect to well
drainage regions and flow patterns. Water-drive reservoirs
range from those with complete pressure maintenance
(equivalent to a constant pressure at the reservoir aquifer
boundary with a nearby replenishable outcrop) to those
that provide only a small amount of water influx to the pro-
ducing reservoir. The analysis techniques in this section ap-
ply only to those edge water-drive reservoirs that provide
complete pressure maintenance. In practice, pressure
at the reservoir-aquifer boundary is generally neither con-
stant nor uniform. It changes in time as a result of (1) move-
ment of the reservoir transient into the aquifer, (2) finite
aquifer extent. and (3) interference from withdrawals or
injection in the aquifer. However, the concepts presented
here are usually applied when the pressure at the water-
oil contact has stabilized at nearly a constant value or when
further declines in field boundary pressure and internal pres-
sure are in step so that the internal field pressure distribution
is constant. Material in this section is directly applicable
only to constant-compressibility and unit-mobility-ratio,
water-oil systems.

Estimating Drainage Volume

Steady-state drainage regions for wells in a water-drive
reservoir do not resemble drainage areas during
pseudosteady-state conditions in closed systems. !9
Ramey, Kumar, and Gulati'® have studied steady-state
drainage areas in water-drive reservoirs with from 1 to 35
production wells. Two general conclusions apply to all
unit-mobility-ratio reservoir-aquifer systems with constant
pressure at the oil-water contact: (1) flow near each well is
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radial — but the radial flow pattern may not extend for a very
great distance; and (2) all producing wells have direct
communication with the constant-pressure boundary in
some way. Matthews and Russell’ suggest techniques for
estimating drainage areas under water-drive conditions;
Ramey, Kumar, and Gulati'® propose more accurate tech-
niques for idealized cases and present results for many
systems. Their results for a square with constant-pressure
boundaries may be most directly applicable to injection and
production wells in five-spot waterfloods with near unit
mobility ratio, and for nominal well drainage areas in strong
water-drive reservoirs.

Fig. 6.8 shows steady-state drainage regions for a
|5-well, water-drive reservoir with wells producing at dif-
ferent rates. While that is an extreme case, each well's
drainage area docs extend to the constant-pressure bound-
ary. Because of such behavior, individual-well drainage
regions in water-drive reservoirs tend to be more irregular
than those in reservoirs with no influx. Similar drainage-
area distortions also may occur in reservoirs with incomplete
development and highly imbalanced withdrawal rates with
respect to total fluids in place.

Estimating Permeability, Skin Factor,
and End of the Semilog Straight Line

Pressure-buildup analysis methods for permeability and
skin factor are the same for water-drive reservoirs as for
closed reservoirs. Either the Horner- or the MDH-type plot
may be used. The slope and p,y,, values from the data plot are
used to estimate permeability from Eq. 5.6 and skin factor
from Eq. 5.7. Kumar and Ramey'' show that, for a square
with constant-pressure boundaries (equal influx on all
sides), with the well in the center, the MDH straight line
lasts longer than the Horner straight line if production time
before shut-in is long enough (1,,, > 0.25). This is in
contrast to the behavior of closed systems. However, be-
cause of highly irregular drainage areas, which can change

sesansanee

Jrle
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Fig. 6.8 Stcady-state drainage regions for a 15-well, nonideal
water-drive reservoir, wells producing at rates shown, dotted
boundary at constant pressure. After Ramey. Kumar, and
Gulati.'® courtesy AGA.
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fairly rapidly when a well is shut in, the semilog straight line
of the infinite-acting period usually ends earlier for wells in
water-drive reservoirs than for wells with no-flow bound-
arics. Eq. 5.16 and Figs. 5.6 and 5.7 provide a way to
estimate the shut-in time when the semilog straight line ends
for this system and for closed systems. The extended Muskat
method may be used to estimate k by using Eq. 5.18 and
Fig. 5.10. Refs. 11 and 19 give additional information, and
Ref. 19 considers other fixed shapes and mixed boundary
conditions.

Estimating Boundary and Average Pressure

Several pressures are important in water-drive systems,
including the initial pressure and the average pressure for the
hydrocarbon producing area as a function of time. In addi-
tion, the average pressure as a function of time at the original
water-oil contact may be useful. In other instances. separate
average pressures over some encroached area or produced
inner area may be needed for past-performance matching
and predictions depending on the technique used. Several
techniques may be used to estimate average and boundary
pressures for water-drive systems. For short production
times. the Horner and Matthews-Brons-Hazebroek methods
are probably the best. The Dietz and Miller-Dyes-
Hutchinson methods both apply forf,,, > 0.25 ands > —3.
The Muskat method also applies and may have more utility
for water-drive systems than for closed systems.

The Martthews-Brons-Hazebroek method is applied to a
square with constant-pressure boundaries in much the same
way as it is applied to a closed system. Pressure buildup data
are plotted on semilog paper vs [(f,, 4 Ar}f&r]‘ The result-
ing semilog straight line is extrapolated to [ (1, + Ar)fAr] -
I to obtain p*. Then, the boundary pressure is computed
from

m ppvene(lpna)

2.3025

and the average pressure at the instant of shut-in is computed
from

Pe=p* — e (6.19a)

= _ m Ppvealtyna)

R o L L T .19
#= 8 2.3025 L
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Fig. 6.9 Matthews-Brons-Hazebrock dimensionless pressures for a
well in the center of a constant-pressure square. Upper curve is
based on p at time of shut-in; lower curve is based on p,.. the
pressure at the boundary. After Kumar and Ramey.!!
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The MBH dimensionless pressures, ppypue and pyypy, are
given in Fig. 6.9. Unfortunately. such data are not available
for systems other than a well centered in a square with a
constant-pressure boundary.

The Dierz method also may be applied to water-drive
reservoirs. The semilog straight line is extrapolated to a time
given by Eq. 6.7a, and p is read directly from the graph at
that time. Table C. 1 shows that the appropriate shape factor
for a circular reservoir with constant-pressure boundaries is
19.1. Ref. I indicates that the shape factor for a square,
constant-pressure-boundary reservoir is 19.5. Using the lat-
ter value in Eq. 6.7, the time to read p for a square system
with constant-pressure boundaries from the extrapolated
semilog straight line is given by

(A0); =195 "5“;'*"

Shape factors are not available for other shapes with
constant-pressure boundaries. The Dietz method applies
only whenr,p4 > 0.25 ands > —3.

The Miller-Dyes-Hutchinson approach also may be used
for water-drive systems. A normal MDH plot of buildup
pressure vs log Ar is made and the system boundary pressure
is then estimated from

— m ppypn(Alps)
Pe = Pus(Q1) + —5 11513

In Eq. 6.21, p,..(A?) is the shut-in pressure at any time, At,
on the semilog straight line; m is from the slope of the
semilog straight line; Aty is from Eq. 6.10; and ppypy is
from the dashed curve on Fig. 6.6 for either the circular or
square system. The calculation technique is the same as the
MDH method, Section 6.3.

The extended Muskat method also may be used to estimate
p. for closed systems. Kumar and Ramey'' show empiri-
cally that this method does give valid results for p, when
late-time data are analyzed. They also state that the method
seems to be more applicable in water-drive reservoirs than in
closed reservoirs. The method is basically the same as de-
scribed in Section 6.3. Kumar and Ramey give techniques
for estimating formation permeability using the Muskat
plot.

............. (6.21)
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Fig. 6.10 Dimensioniess average pressures for square systems.
After Kumar and Ramey. !
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Several other techniques also may be used to estimate
average system pressures and boundary pressures. Given a

boundary pressure, the average system pressure at the in-
stant of shut-in may be estimated from?*!

— m Py(typa)
P=Pe™ 11513

where the average dimensionless pressure, py, is given in
Fig. 6.10. Another approach uses the well’s tlowing pres-
sure, the buildup slope, and other data in

P =pulbr=0)+m [:}ug (iz) i |0g(g_.2458)
Py

L
w A

S et BEERRARE T (6.22)

A
- 0.868595] e — (6.23)

For this equation to give acceptable results, it is important
that the skin factor be included. The shape factor, C,", is
19.1 or 19.5 for a circular or square system.'' Eq. 6.23
applies only when 1,4 (Eq. 6.4) is greater than 0.25.

Kumar and Ramey indicate that the drainage-region aver-
age pressure at the time of shut-in may be read directly from
the semilog straight line at the value of Ar or (1, + Af)/Ar
obtained from Fig. 6.11. r,,, is calculated from Eq. 6.4.
For the MDH plot, it is necessary to estimate Ar from
(Atp4), by using Eq. 2.3b.
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Fig. 6.11 Time when semilog straight-line buildup pressure equals
average pressure at instant of shut-in. Constant-pressure
square system. After Kumar and Ramey."!
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Fig. 6.12 Log-log data plot for a buildup test on a well in a
constant-pressure square. Example 6.4. Data from
Kumar and Ramey."'
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TABLE 6.1-—PRESSURE BUILDUP DATA FOR A WELL IN THE
CENTER OF A SQUARE WITH CONSTANT-PRESSURE
BOUNDARIES." EXAMPLE 6.4,

Pressure,
P (psi}

3,561
333 3,851
.500 3,960
667 4,045
883 4,104
0 4,155
0 4,271
0 4,306
.0 4,324
0 4,340
0
0
0
0
0
0

Shut-in Time,
At (hours)

4,352
4,363
4,371
4,380
4,387
4,432

Example 6.4 Average Drainage-Region Pressure and
Pressure Buildup Analysis for a Water-Drive Reservoir

Kumar and Ramey'! provide the simulated pressure
buildup data in Table 6.1 fora well in the center of a square
drainage area with constant-pressure boundaries. Other per-
tinent data are

1, = 4,320 hours = 180 days B =1.136 RB/STB

g =350S8TB/D h =49 ft
u=0.80cp re=0.29 ft
¢ =17 x 10 % psi~! ¢$=0.23

A =7.72 acres, well in center of a square with constant-
pressure boundaries, 580 x 580 ft
= 336,400 sq f1.

Fig. 6.12 is the log-log plot of data from Table 6.1.
Wellbore storage effects appear to diminish after about 2
hours of shut-in. Because of the long production time, the
MDH plot shown in Fig. 6.13 is adequate for analysis. Fig.
6.13 indicates

m = 152 psifcycle, and pp = 4,236 psi.

33,,4500 T ™ e T ™ L | T
W g300b  pyp 9236 PSI
; SLOPE=m =
/52 PSI/CYCLE
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o STORAGE EFFECTS
3 "
T 3900} J
g o
 37oo} E
F
5
L i | o 1 | 1 L1 IO I | 1
g, 3600 2 3 4 6 8 2 3 4 68 F]
0 10-! | 10
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Fig. 6.13 Miller-Dyes-Hutchinson data plot for a pressure buildup
test on a well in a constant-pressure square. Example 6.4,
Data from Kumar and Ramey."'
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We estimate permeability from Eq. 5.6:

¥ (162.6)(350)(1.136)(0.80)
(152)(49)

=6.9md.
Skin factor is estimated from Eq. 5.7;

<= 1.1513 [4.236 — 3,561

152

~log (e 9 +3.2275
(0.23)(0.80)(17 x 10-%)(0.29)*

=0.3.

We may estimate the system boundary pressure, p,., by
the MDH method, Eq. 6.21. We use the square-drainage-
region, constant-pressure-boundary curve of Fig. 6.6 to get
Poyion. In this case, we use Ar = 10 hours and Eq. 6.4 to
calculate

~ (0.0002637)(6.9)(10)
(0.23)(0.80)(17 X 107%)(336;400)

=0.0173.

Fig. 6.6 indicates that ppypy = 1.01 at Az, = 0.0173.
Using Eq. 6.21 and p,., = 4,388 psi (Fig, 6.13) at Ar = 10
hours,

Atpy =

B (152)(1.01)
—4 388 + (152)(1.01)
Pe 11513

= 4,521 psi,

which is 89 psihigher than the maximum recorded pressure.

The average pressure at the time of shut-in is estimated
from Eq. 6.22 and Fig. 6.10. To use Fig. 6.10, we estimate
lhpa from Eq. 6.4,

. (0.0002637)(6.9)(4.320)
P4 0.23)(0.80)(17 X 10-6)(336,400)
=7.47.
FromFig. 6.10, p;, = 0.478 fort,,,4 > 1, so using Eq. 6.22,

5=4.521 — (152)0.478)
‘ 11513

=4 458 psi.

Alternatively, we could use Fig. 6.11 to get (Atpa)p
= 0.0513. This implies that

— (0.23)(0.80)(17 x I{)‘ﬁ){336,400){0_@3)

(0 (0.0002637)(6.9)

=29.7 hours.

Extrapolating the straight line in Fig. 6.13, p = 4,458 psi.

Kumar and Ramey'" illustrate Horner plotting and the
Matthews-Brons-Hazebroek method (Fig. 6.9) for this
example.

6.5 Factors Complicating Average-Pressure Estimation

Since most reservoirs have many wells, the general pres-
sure level in the reservoir usually continues to decrease
during buildup tests on a single well. That is not important in
the early stages of a buildup test; however, if the well is shut

ADVANCES IN WELL TEST ANALYSIS

in for several days. readjustment of the drainage areas of
offsetting wells and the general pressure decline may begin
to affect the buildup response at the shut-in well. Methods
for analysis under such conditions are given in Section 5.3,
The fact that this happens indicates that an average pressure
for a well's drainage region or an entire reservoir applies
only at a point in time. In particular, as a result of changing
drainage regions and continued reservoir depletion, we can-
notexpect a single well in a developed reservoir to reach the
average pressure applicable to its drainage area at the instant
of shut-in. The alternative is estimating drainage-region
average pressure by using the Matthews-Brons-Hazebrock
approach and then volumerrically averaging the pressures for
each drainage region to obtain the over-all reservoir average
pressure. Such an approach may not be viable as normal
engineering practice because of practical difficulties in es-
timating drainage arcas, since they vary in response to
changing operating practices. Fortunately, pressure buildup
is usually rapid in high-permeability reservoirs, so observed
pressures may be representative of drainage-region average
pressure. In lower-permeability reservoirs, wells tend to
have slower and more incomplete buildups during reason-
able shut-in periods. Therefore, a different approach is indi-
cated in such reservoirs. The most general approach is either
full or key-well buildup surveys to estimate average reser-
voir pressures for each well’s nominal drainage region
(40-acre square, for example) using techniques given in this
chapter. The resulting pressures may be contoured, assum-
ing them to be at the well points, and then volumetrically
weighed by any of several acceptable techniques.

A common mistake made in pressure buildup analysis is
to begin thinking that the mathematical conveniences used
in analysis exist in reality. In fact, in any developed reser-
voir, the only true no-flow boundaries are the physical
boundaries. While there may be effective no-flow bound-
aries between producing wells when all wells are producing,
those boundaries move (drainage shapes change) as flow
rates vary and as wells are shut in and put back on produc-
tion. It is a common error in pressure analysis methods to
assume that when one well is shut in, it will always act like a
well in a closed drainage system; in fact, that only happens
for single wells in very small reservoirs.
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Chapter 7

Injection Well Testing

7.1 Introduction

In many reservoirs, the number of injection wells ap-
proaches the number of producing wells, so the topic of
testing those wells is important. That is particularly true
when tertiary recovery projects are being considered or are
in progress. When an input well receives an expensive fluid,
its ability to accept that fluid uniformly for a long time is
important to the economics of the tertiary recovery project.
In particular, increasing wellbore damage must be detected
and corrected promptly.

The information available about injection well testing is
much less abundant than information about production well
testing. Matthews and Russell' summarize injection well
testing, but emphasize falloff testing. Injectivity testing is
rarely discussed in the literature, but it can be important.?
Falloff testing is treated® " rather thoroughly, particularly for
systems with unit mobility ratio. Gas-well falloff testing,
especially in association with in-situ combustion, also has
been discussed.®*

Injection-well transient testing and analysis are basically
simple — as long as the mobility ratio between the injected
and the in-situ fluids is about unity. Fortunately, that is a
reasonable approximation for many waterfloods. It also is a
reasonable approximation in watered-out waterfloods that
initially had mobility ratios significantly different from
unity, and early in the life of tertiary recovery projects when
so little fluid has been injected that it appears only as a skin
effect. When the unit-mobility-ratio condition is satisfied,
injection well testing for liquid-filled systems is analogous
to production well testing. Injection is analogous to produc-
tion (but the rate, g, used in equations is negative for injec-
tion while it is positive for production), so an injectivity test
(Section 7.2) parallels a drawdown test (Chapter 3). Shut-
ting in an injection well results in a pressure falloff (Section
7.3) that is analogous to a pressure buildup (Chapter 5). The
equations for production well testing in Chapters 3 through 5
apply to injection well testing as long as sign conventions are
observed. The analogy should become clear in the next two
sections.

When the unit-mobility-ratio assumption is not satisfied,
the analogy between production well testing and injection
well testing is not so complete. In that situation, analysis

depends on the relative sizes of the water bank and the oil
bank: generally, analysis is possible only when r,, > 10r,,;
(see Section 7.5). Fracturing effects, which can have a
significant effect on analysis, are discussed in Section 11.3.

Reservoirs with injection wells can reach true steady-state
conditions when total injection rate equals total production
rate. In that situation, or when the situation is approached,
the steady-state analysis techniques of Section 7.7 may be
useful.

7.2 Injectivity Test Analysis in Liquid-Filled,
Unit-Mobility-Ratio Reservoirs

Injectivity testing is pressure transient testing during
injection into a well. It is analogous to drawdown testing,
for both constant and variable injection rates. Although
sometimes called “‘injection pressure buildup’ or simply
“‘pressure buildup,’’ we prefer to use the term “‘injec-
tivity testing’’ to avoid confusion with production-well
pressure buildup testing. This section applies to liquid-
filled reservoirs with mobility of the injected fluid essen-
tially equal to the mobility of the in-situ fluid. If the
unit-mobility-ratio condition is not satisfied, results of
analysis by techniques in this section may not be valid.
Even in that situation, if the radius of investigation is not
beyond the water (injected-fluid) bank, valid analysis can be
made for permeability and skin, but not necessarily for static
reservoir pressure,

Fig. 7.1 shows an ideal rate schedule and pressure re-
sponse for injectivity testing. The well is initially shut in and
pressure is stabilized at the initial reservoir pressure, p;. At
time zero, injection starts at constant rate, g. Fig. 7.1 illus-
trates the convention that ¢ < 0 for injection. It is advisable
to monitor the injection rate carefully so the methods of
Chapter 4 (variable-rate analysis) may be applied if the rate
varies significantly.

Since unit-mobility-ratio injection well testing is analo-
gous to production well testing, the analysis methods in
Chapters 3 and 4 for drawdown and multiple-rate testing
may be applied directly to injection well testing. Of course,
while pressure at a production well declines during draw-
down, pressure at an injection well increases during injec-
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tion. That difference is accounted for in the analysis
methods by using ¢ < 0 for injection and ¢ > O for
production.

For the constani-rate injectivity test illustrated in Fig. 7.1,
the bottom-hole injection pressure is given by Eq. 3.5:

Pur=Pline FMIOBE . vvammine sy esmmsmes v (7.1)

Eq. 7.1 indicates that a plot of bottom-hole injection pres-
sure vs the logarithm of injection time should have a
straight-line section, as shown in Fig. 7.2. The intercept,
Punrs 18 given by Eq. 3.7; the slope is m and is given by
Eq. 3.6:
—162.6gBp
kh

As in drawdown testing, wellbore storage may be an
important factor in injection well testing. Often, reservoir
pressure is low enough so that there is a free liquid surface in
the shut-in well. In that case, the wellbore storage coeffi-
cient is given by Eq. 2.16 and can be expected to be rela-
tively large. Therefore, we recommend that all injectivity
test analyses start with the log(p,y — pi) vs log 1 plot so the
duration of wellbore storage effects may be estimated as
explained in Sections 2.6 and 3.2. As indicated in Fig. 7.2,
wellbore effects may appear as a semilog straight line on the
Pur V8 log 1 plot; if such a line is analyzed, low values of
permeability will be obtained and calculated skin factor will
be shifted in the negative direction. Eq. 3.8 may be used to
estimate the beginning of the semilog straight line shown in
Fig. 7.2:

(200,000 + 12,0005)C
) W

Once the semilog straight line is determined, reservoir

permeability is estimated from Eq. 3.9:

R SRS (7.2)

t>

SHUT IN

RATE, q

INJECTING

0_

TIME, t

BOTTOM -HOLE
PRESSURE, py,

O

TIME, t

Fig. 7.1 ldealized rate schedule and pressure response tor
injectivity testing.
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—162.6gBu
mh

Skin factor is estimated with Eq. 3.10:

s=1.1513 [mﬂ —-]ng( £ 2) +3.2275]‘
by

k= P (7.4)

m

Example 7.1 Injectivity Test Analysis in an
Infinite-Acting Reservoir

Figs. 7.3 and 7.4 show pressure response data for an
injectivity test in a waterflooded reservoir. Before the test,
all wells in the reservoir had been shut in for several weeks
and pressure had stabilized. Known reservoir data are

depth = 1,002 ft h= 1611
c,=6.67 % 107% psi! pw=10cp
¢=0.15 B =1.0RB/STB
P = 62.41by/cu ft g = —100STB/D
pi = 194 psig rp = 0.25ft.

I'he well is completed with 2-in. tubing set on a packer. The
reservoir had been under waterflood for several years. We
can safely assume that the unit-mobility-ratio assumption is
satisfied, since the test radius of investigation is less than the
distance to the water bank, as shown by calculations later in
this example.

The log-log data plot, Fig. 7.3, indicates that wellbore
storage is important for about 2 to 3 hours. The deviation of
the data above the unit-slope line suggests that the wellbore
storage coefficient decreased at about 0.55 hour. Sections
2.6 and 11.2 and Figs. 2.12 and 11.5 through 11.7 discuss
such changing wellbore storage conditions. The data in Fig.
7.3 start deviating upward from the unit-slope straight line
when Ap = 230 psi and p,.; = 424 psig. Since the column of
water in the well is equivalent to about 434 psi, it appears
that the apparent decrease in storage coefficient corresponds
to fillup of the tubing.

From the unit-slope portion of Fig. 7.3, Ap = 408 psig
when Ar = 1 hour, Using Eq. 2.20, we estimate the appar-
ent wellbore storage coefficient:

_ (100)(1.0) (1.O) _ 49102 )
c 54 a08) 0.0102 bbl/psi.

SLOPE s m

FLOWING BOTTOM-HOLE
PRESSURE, pyf

====Pthr |
o
0% |
[+]
o |
0o 099 | I
1072 jo-! | 10 102

INJECTION TIME, t, HR
Fig. 7.2 Semilog plot of typical injectivity test data.
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(C is always positive.) Wellbore capacity for a rising fluid
level can be estimated (from Eq. 2.16) to get ¥, = 0.0044
bbl/ft. Two-inch tubing has a capacity of about 0.004 bbl/ft,
s0 the unit-slope straight line does correspond to a rising
fuid level in the tubing. If we use C = 0.0102in Eq. 7.3, or
if we go 1 to 1.5 cycles in Ar after the data start deviating
from the unit-slope line (Section 2.6), we would decide that
the semilog straight line should not start for 5 to 10 hours of
testing. Those rules indicate too long a time for adecreasing
wellbore storage condition. Figs. 7.3 and 7.4 clearly show
that wellbore storage effects have died out after about 2 to 3
hours.

Fig. 7.4 shows a semilog straight line through the data after
3 hours of injection. From this line, m = 80 psig/cycle and
Pine = 770 psig. Permeability is estimated using Eq. 7.4:

k= —(162.6)(—100)(1.0)(1.0)

(80)(16)

We may now determine if the unit-mobility-ratio analysis
applies. The estimated permeability is used to estimate a
radius of investigation from Eq. 2.41;

= 12,7 md.

ra=0.029 o Kk

HCy
—voozo‘r (127D
o (0.15)(1.0)(6.67 x 107%)
~ 273 ft.

A volumetric balance provides an estimate of the distance to
the water bank. The volume injected is
W, = Moo hdAS,
' 5.6146

50

r = J56TA6W,
mhdAS,,

Assuming that AS,. = 0.4 and that injection has been under
way for at least 2 years,
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Fig. 7.3 Log-log data plot for the injectivity test of Example 7.1,
Water injection into a reservoir at static conditions.
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W; =~ (100 STB/D)(1.0 RB/STB)(2 years)(365 D/year)
~ 73,000 res bbl

and

_ o[ GBIE6T3,000) _ 5cqc
" quﬁ)(o.ls){om AP

Since ry < r,p, we are justified in using the unit-mobility-
ratio analysis.
Eq. 7.5 provides an estimate of the skin factor:

s=1,1513{77’.9ﬂ
80

~ log 127 ly3.2275
(0.15)(1.0)(6.67 X 10-5)(0.25)2

=2.4.

The well is damaged; the pressure drop across the skin may
be estimated from Eq. 2.9:

_ (141.2)(—100)(1.0)(1.0)(2.4)
(12.7)(16)

= —167 psi.
The negative sign here indicates damage since the pressure
decreases away from the well (in the positive r direction) for
injection while it increases for production. This is seen by
computing the flow efficiency from Eq. 2.12, Assume p =
pi = 194 psi, since the reservoir is stabilized before injec-
tion. Using p,., = 835 psig from the last available data point,
the flow efficiency is

194 — 835 — (—167) _

T 194 — 835 -0
If we had ignored the sign on ¢ when estimating Ap,, we
would have incorrectly computed a flow efficiency of 1.26,
indicating improvement instead of damage.

Aps

Multiple-rate injection testing, constant-pressure injec-
tion testing, injectivity testing after falloff testing, etc., are
all performed and analyzed as explained for production well

“_I’ 90'0 1 T L IR L . L ) L} 4 T L T
o SLOPE = m=80 PSIG/CYCLE,
- 800 B1pr =770 PSIG N L\ oo
n’. ___.-——'""'-_'_- o9
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Fig. 7.4 Semilog plot for the injectivity test of Example 7.1, Water
injection into a reservoir at static conditions.
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testing in Chapters 3 and 4. Type-curve matching for injec-
tion well testing is done just as it is for production well
testing (Section 3.3); the Ap used must be positive for
plotting the log scale, although it is actually a negative
number. The signs must be considered in analysis.

Egs. 7.1 through 7.5 apply to injectivity testing in
infinite-acting reservoirs, just as do Eqgs. 3.5 through 3.10
for drawdown testing. When an injection well in a de-
veloped reservoir shows the effects of interference from
other wells, the infinite-acting analysis may not be strictly
applicable. In that case, the techniques presented in Section
3.4 should be used.

7.3 Falloff Test Analysis for Liquid-Filled,
Unit-Mobility-Ratio Reservoirs

Falloff testing, illustrated schematically in Fig. 7.5, is
analogous to pressure buildup testing in a production well.
Injection is at a constant rate, g, until the well is shut in at
time 1,,. Pressure data taken immediately before and during
the shut-in period are analyzed as pressure buildup data are
analyzed. The pressure falloff behavior can be expressed by
Eq. 5.10 for both infinite-acting and developed reservoirs:

Pus =p* — m log (i‘-’z—rm ) T (7.6)

The false pressure, p*, is equivalent to the initial pressure,
pi. for an infinite-acting system. As illustrated in Fig. 7.6,
Eq. 7.6 indicates that a plot of p,, vs ]ug[(’r,, + A.'}:’Af]
should have a straight-line portion with intercept p* at infi-
nite shut-in time [(rp + Arn)/Ar = l] and with slope —m,
where m is given by Eq. 5.5:

o
o SHUT IN
[ O - - —-—
q
14
INJECTING
—ot—>»
tp
TIME, t
s ~up,¢ (Bt20)
%’ a
L ui
x
32
i
ox
oa
je——ot—»
p
TIME, t

Fig. 7.5 ldealized rate schedule and pressure response for
falloff testing.

_ 162.6¢Bu
kh ’

As in buildup testing, the Horner graph is plotted with the
horizontal scale increasing from right to left (Fig. 7.6).
Thus, although the slope appears to be negative, itis actually
positive because of the reverse plotting; m is negative since
m = —slope.

As for other transient well tests, the log-log data plot
should be made so the end of wellbore storage effects may be
estimated and the proper semilog straight line (Fig. 7.6) can
be chosen. Eq. 5.15b may be used to estimate the beginning
of the semilog straight line for falloff testing:

;= 170,000 Ce™™*
(kh/w)

but the log-log plot is preferred.

Once the correct semilog straight line has been deter-
mined. reservoir permeability and skin factor are estimated
from Egs. 5.6 and 5.7:

k= .'_ﬁzﬁh‘f_ﬁi“_ o (7.9)
and
s=1.1513 [M:{FA“T_O’. - log( £ )
m dpcr,”
4 3.2275] e ndl gee i NG § (7.10)

As is the case in pressure buildup testing, if the injection
rate varies before the falloff test, the equivalent injection
time may be approximated from Eq. 5.9

where V, is the cumulative volume injected since the last
pressure equalization and g is the constant rate just before
shut-in. Comments made in Sections 5.2 and 6.3 about the
proper t,, to use for a Horner-ty pe analysis also apply here. In
Eq. 7.11, the numerator is usually the cumulative injection
since the last pressure equalization rather than the cumula-
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Fig. 7.6 Horner plot of a typical falloff test,
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tive injection since the well was put on injection. If 1, >
21,55, then, for reasons discussed in Sections 5.2 and 6.3, the
time to reach pseudosteady state (or steady state, which fora
five-spotsystem'® occurs att,, = (.25 withA4 = the area per
well, not per pattern) should be used'"-*2 in place of 1,,.

Miller-Dyes-Hutchinson-type plotting of falloff data, as
suggested by Eq. 5.13,

Piex=Pine TOIORASL 5 cvvnsivin sevsummmms s (7:12)

also applies to falloff testing. The analysis method of Sec-
tion 5.3 applies: m in Eq. 7.12 is the slope of the p,,., vs log
At straight line and is defined by Eq. 7.7; k is estimated from
Eq. 7.9; skin factor is estimated from Eq. 7.10; and the
false pressure, p*, may be estimated from Eq. 5.14. The
end of the semilog straight line (either Horner or MDH)
may be estimated by using Eq. 5.16 and Figs. 5.6 and 5.7.
Because it is less work, the MDH plot is more practical un-
less 1, Is less than about twice the maximum shut-in time.
If necessary, the Horner plot may be used for a second
pass to estimate average pressure.

Muskat-type plotting may be used to analyze pressure
falloff tests, but this is generally not recommended since the
boundary conditions in injection well testing are more com-
plicated than the simple single-well closed systems assumed
in the analysis technique described in Section 5.3, The
information in Section 6.4 indicates that a Muskat plot may
provide good results if there is essentially a constant-
pressure boundary between production and injection wells.

Example 7.2  Pressure Falloff in a Liquid-Filled,
Infinite-Acting Reservoir

During a stimulation treatment. brine was injected into a
well and the falloff data shown in Figs. 7.7 through 7.9 were
taken." Other data include

1, = 6.82 hours
total falloff time = 0.67 hour

Pes(Ar = 0)= 1,310 psig

4. = —807 STB/D
B, = 1.0RB/STB
M =1.0cp
= 1.0 % 10-3 psi—?
¢ =3.0 X 1076 psi~!
¢$=0.25
re = 0.411
P = 67.46 b, fcu ft
h=281t

depth = 4,819 ft
A =20 acres = 871,200 sq ft.

Fig. 7.7 is the log-log plot for the test data. From the
shape of the curve, it appears that the semilog straight line
should begin by 0.1 to 0.2 hour. Using Ap = 238 psiand At
= 0.01 hour from the unit-slope straight line, we estimate
the wellbore storage coefficient from Eq. 2.20:

i (807)(1.0y(0.01)
(24)(238)

C must be positive, so we disregard the sign convention
here. Since wellhead pressure was always above atmo-

= 0.0014 RB/psi.
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spheric, the wellbore remained full during the test. Thus,
Eq. 2.17 and a wellbore compressibility of ¢,, = 3.0 x
1079 psi~ ! can be used to estimate the wellbore volume cor-
responding to C = 0.0014 bbl/psi: V,, = 467 bbl. Using
the depth of 4,819 fi, we compute a casing radius of 0.42 ft,
which is too large for a hole of radius 0.4 ft. Nevertheless,
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Fig. 7.7 Log-log data plot for a falloff test after brine injection,
Example 7.2.
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the agreement is within reason. If the well was shut in at the
injection pump rather than at the wellhead, the connecting
lines would cause the storage coefficient to be larger than
that resulting from the wellbore only. Unfortunately, we
do not have all the information necessary to know if such
speculation is correct. This clearly indicates the need for a
diagram or a sketch of the well completion equipment
and surface connecting lines.

Wellhead pressures are plotted vs log[(rp i Af']!Af] in
Fig. 7.8. That Horner plot can be used to estimate &, s, and
p*. Since the falloff time (0.67 hour) is much smaller than
the flow time (6.82 hours), the log Ar (MDH) plot shown in
Fig. 7.9 also may be used. The correct straight line in Figs.
7.8 and 7.9 indicates m = —270 psig/cycle and p,,, = 85
psig. Thus, using Eq. 7.9,

i = (162.6)(—807)(1.0)(1.0)
(—270)(28)

The skin factor is estimated from Eq. 7.10:

s=1.1513 {3_5.‘__!.3_1_9
-270

= 17.4 md.

—lo [ 17.4

S | +3.2275
(0.25)(1.0)(1.0 x 10—5)(0.4J2] }

=0.15.

From Fig. 7.8, p,,* = —151 psig. This is the false pres-
sure at the surface. Using the hydrostatic gradient of 0.4685
psi/ft and the depth of 4,819 ft, the initial bottom-hole
pressure is estimated:

p*=(4,819)(0.4685) — 151 = 2,107 psig.

Since injection time ¢, is short, we can safely assume that
p*=p.sop = 2,107 psig.

When the test well is operating at true steady state, falloff
testanalysis by the MDH technique should be sufficient and,
thus, is the preferred method from the practical standpoint of
less work. Shutting in the well will disturb steady-state
conditions in the reservoir, and adjacent producing wells
will eventually cause pressure decline in the test well. The
pressure does not level off in a falloff test as it does in a
buildup test. Pressure falloff will continue for a time, then
the pressure will deviate below the semilog straight line
rather than above it, as might be expected by analogy to
pressure buildup testing. This is not a violation of the
analogy between the tests — but is caused by interference
from adjacent withdrawal wells; indeed, data in a pressure
buildup test in an injection project will deviate above the
semilog straight line when injection at adjacent wells
continues.

If there is a general pressure increase or decrease at the
injection well before falloff testing, the techniques de-
scribed in the *‘Developed Reservoir Effects portion of
Section 5.3 may be applied. It is necessary, however, to
recognize the basic differences in behavior between a reser-
voir with only producing wells and a reservoir with both
injection and producing wells.
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As indicated in Section 7.2, multiple-rate testing of injec-
tion wells is analogous to multiple-rate testing in production
wells. Two-rate testing (two-rate falloff testing) is appro-
priate to eliminate changing wellbore storage during a falloff
test (Section 11.2). A two-rate falloff test is run by injecting
atarelatively high rate (but below parting pressure) and then
decreasing the injection rate while observing the pressure
decrease as a result of the rate decrease. If rates are chosen
correctly, surface pressure is maintained and changing well-
bore storage effects are eliminated. That can be important
because injection wells frequently go on vacuum during
a falloff test, resulting in an increasing wellbore storage
condition (see Sections 2.6 and 11.2 and Figs. 2.12, 11.2,
and 11.3, and Ref. 13) and essentially unanalyzable test
data. A two-rate falloff test is analyzed like the two-rate
production-well test described in Section 4.3. The data plot
is made as suggested by Eq. 4.6 and the analysis is based on
Egs. 4.10 and 4.11. The simplified analysis technique in
Section 4.3 also may be used when the conditions it assumes
are satisfied.

Example 7.3 Two-Rate Falloff Test

An injectivity test was started on an injection well in
a waterflooded reservoir before a tertiary recovery test.
After a few hours of injection, it was evident that the
=100 STB/D injection rate could not be maintained without
exceeding fracture pressure, so the rate was reduced. Since
an injectivity test had been planned, a bottom-hole pressure
gauge was operating and the pressure data in Table 7.1 were
obtained. Other data are

1, =371 minutes h=20 fi
= 6.183 hours ry=0.39 ft
q,= —100 STB/D ¢, =7.0 X 1075 psi-?
g,=—48.5 STB/D ¢=0.20
B, =1.0RB/STB p, (At = 0)=832 psi.
M= 1.0 cp.

The log-log data plot in Fig. 7.10 indicates that wellbore
storage cffects are insignificant after the first data point.

We analyze test data for formation properties by using
equations for multiple-rate production-well testing. Eq. 4.6
applies for a two-rate test and the pressure data should be
plotted vs {]ng[{f. + m;m:] + (g4/q,) log Ar}. Fig. 7.11 s

TABLE 7.1—TWO-RATE FALLOFF TEST DATA
FOR EXAMPLE 7.3.
g, = =100 STB/D, g, = —48.5 STB/D, t, = 6.183 hours.

At P log (‘_- 3 '“) log At log (’Q '-“) + 92 jog At

(hours)  (psi At At q,
0 831.8 —

0.167 661.3 1.580 -0.777 1.203
0.333 640.6 1.292 -0.478 1.060
0.500 631.3 1.126  -0.301 0.980
0.667 630.3 1.012 0.176 0.927
0.833 625.1 0.925 -0.079 0.887
1.000 623.1 0.856 0.000 0.856
1.333 621.0 0.751 0.125 0.812
1.667 620.0 0.673 0.222 0.781
2.000 620.0 0.612 0.301 0.758
3.000 611.7 0.486 0.477 0.717
4.000 611.7 0.406 0.602 0.698
5.000 611.7 0.350 0.699 0.689
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such a plot; it has a slope of m," = 81 psi/cycle and p,p, =
624 psi. Using Eq. 4.10,

_ (—162.6)(—100)(1.0)(1.0)
k=" : =
&D20) 10.0 md.

The skin factor is estimated using Eq. 4.11:

.\-:|.|513{ __—100 ] [832-624
—100 — (—48.5) 81

—log N | S X% [
(0.2)(1.0)%(7.0 % 10-%)(0.39)?

=0.6.

The two-rate falloff test in Example 7.3 eliminated high
wellbore storage that had been previously observed in the
well. Wellbore storage effects in that two-rate test were
insignificantafter about 15 minutes. That was accomplished
with only a 6-hour duration for the initial rate; the entire test
lasted only 12 hours.

7.4 Average and Interwell Reservoir Pressure

In finite, liquid-filled reservoirs of uniform mobility and
teh, the false pressure is obtained by extrapolating the
straight-line portion of the Horner plot to (t, + Ar)/Ar = 1.
In new wells or wells with short injection times, p* = p;.
However, as is the case in pressure buildup analysis, p*
must be corrected to average reservoir pressure for finite
reservoirs. A Matthews-Brons-Hazebroek-type'* dimen-
sionless pressure may be used to correct the false pressure to
average pressure, as given by Eq. 6.2:

mppvenllyps) (1.13)
2.3025

Fig. 7.12 is the MBH dimensionless pressure correlation for
a five-spot waterflood.! The area per well (one-half the
five-spot area) is used in f,,p,. Similar correlations are not
available for other waterflooding patterns.

Caution should be exercised in applying Eq. 7.13 and Fig.
7.12, and in attempting to apply the methods of Chapter 6 to
falloff test analysis. Those methods apply only if (1) the
reservoir behaves as if it is lithologically homogeneous and
there is a single homogeneous fluid present (that is, the unit
mobility ratio assumption must be satisfied); (2) no marked

p=p*—
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Fig. 7.10 Log-log data plot for the two-rate falloff test of Example
7.3 Water injection in a waterflooded reservoir.
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contrast in ¢ch exists between the injected and original
fluid: (3) noncommunicating layers of markedly different
properties are not present; and (4) limited hydraulically
induced fractures are present.

In reservoirs with composite fluid banks (Section 7.5),
Eq. 7.13 and the methods of Chapter 6 yield incorrect
results, especially before fillup. To remedy this situation,
Hazebroek, Rainbow, and Matthews* proposed a procedure
for estimating p from falloft tests run before fillup. Their
procedure is essentially the same as the extended Muskat
method in that log(p,.s — p.) is plotted vs shut-in time, Az,
At late times, a straight line results when the correct value
of p, has been assumed. The approach must be applied to
late-time data; in general, the time restrictions for the begin-
ning of the Muskat straight line given by Eq. 5.21 and Fig.
5.11 for the square with constant-pressure boundaries must
be satisfied. The actual numerical values may differ some-
what because of the circular nature of an expanding oil bank,
but quantitative methods for estimating the beginning of the
Muskat straight line for tha! situation are not available.

The interwell reservoir pressure sometimes may be used
as an approximation of average reservoir pressure. In a
five-spot pattern with unit mobility ratio, the pressure half-
way between the injector and the producer is

. _ 162.6gBp A
P=pulAt=0) + - T [log(- 2)

T

—(0.83867 + 0.8685%‘]

=puAAr=0)+m [ log (i)

Pin®
—0.83867 + 0,868595] .

where 4 is the area within the five-spot pattern. If the skin
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Fig. 7.11 Two-rate falloff-test data plot for Example 7.3. Water
injection into a waterflooded reservair.
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factor is not the same in the production and injection wells,
replace s in Eq. 7.14 by the average of the two skin factors
for theoretically correct results. If the wellbore radii differ,
replace r,.* by the product of the two r,. values. The coeffi-
cient in front of the brackets in Eq. 7.14 is m, obtained from
the falloff curve, Eq. 7.7.

Another approximation to the interwell average pressure
after fillup is just the arithmetic average of the pressures
outside the skin zones at the stabilized injection well and the
adjacent stabilized production wells. This pressure may be
estimated from

- I I "
P = 5 [(‘DH-( = Apy}mj e ; ; (pu‘.-" i Apx]pmd.l':’ X

(7.15)

where n is the number of producers surrounding the injector.
Note that the pressure drop across the skin must be removed
before the average reservoir (interwell) pressure is esti-
mated. This is done because injectors and producers can
be expected to have different skins and rates because of
different wellbore conditions, net sand variations, or
different operating practices. As used in Eq. 7.15, Ap, is
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positive for damage and negative for improvement. This
is @ minor deviation from the strict sign interpretation used
in Example 7.1.

Example 7.4 Estimating Average Pressure From a
Falloff Test—Unit-Mobility-Ratio, Liquid-Filled System
The falloff test of Example 7.2 can be used to illustrate
estimating p even though the injection time is very short.
From Example 7.2, p* = — 151 psig at the surface or 2,107
psig at reservoir datum. Using Eq. 2.3b,
(0.0002637)(17.4)(6.82)
(0.25)(1.0)(107%)(871,200)
F]'Om Fig. 7.12, pU.\lBll("pﬂd = 0.0]44} i 000] (read

non-zero for illustrative purposes only). Then, applying
Eq. 7.13,

. —270)(0.001)
=2.107 — {=270)(0.001)
R=2,10 2.3025

=2,107 +0.12
= 2,107 psi.

Thus, the p* value for this short injection time is a usable
estimate of p. Note that the correction to p* is positive,

topa =

= 0.0144,
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indicating thatp > p* for falloff.

Eq. 7.14 cannot be used for this example since it assumes
a steady-state pressure profile in the formation, which as
previously noted, would not occur until a z,,, of about 0.25
based on the area per well (not per pattern).

7.5 Composite System Testing—Non-Unit Mobility Ratio

This section considers transient test analysis for an injec-
tion well with the fluid distribution shown in Fig. 7.13. For
injection wells, the locations of the banks shown in Fig.
7.13 move; we refer to such a moving bank system as a
**composite system.”” Odeh'® and Bixel and van Poollen'®
have studied production-well transient test behavior in res-
ervoirs with physical radial discontinuities similar to those
indicated in Fig. 7.13. They were concerned with physical
discontinuities in the rock system rather than with moving
fluid banks. Nevertheless, the analysis methods they present
may be useful for injection well testing. Their results can be
used to examine the effects of a wide range of porosity-
compressibility (¢c,) products and mobility (k/u) ratios or
permeability changes when the second bank radius is large
compared with the first bank.

Hazebroek, Rainbow, and Matthews* have presented
material specifically for injection wells before fillup. They
assume a significant gas saturation ahead of the oil bank and
that the pressure at the leading edge of the oil bank is
constant and dominated by the pressure in the gas phase.
Although that assumption is not strictly correct, their
method may be applied to estimate permeability, skin fac-
tor, and average drainage-area pressure from falloff test
analysis. The analysis uses an extended Muskat-type plot of
10g( Py — Pe) VS At, with p, being varied until a straight line
is obtained with late-time falloff data. The slope and inter-

UNAFFECTED REGION

3

Fig. 7.13 Schematic diagram of fluid distribution around an
injection well (composite reservoir).
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cept of that plot may be used with correlations to estimate
permeability and skin factor. If an independent estimate of
the mobility ratio and the ¢c¢, ratio between the two banks
can be made, the permeability in each bank may be esti-
mated. The Hazebroek-Rainbow-Matthews method is cov-
ered in detail in Chapter 8 of Ref. 1, and, therefore, is not
repeated here. Hazebroek, Rainbow, and Matthews* con-
clude that permeability and skin factor for the zone near the
well may be estimated equally well by their method or by the
MDH and Horner techniques. It must be realized, however,
that those two methods give the properties of the fluid bank
within the radius of investigation given by Eq. 2.41. If the
boundary between the inner and outer banks does not exceed
that radius of investigation for the portion of the data
analyzed, incorrect results will be obtained. When the dis-
tance to the boundary between the two regions is small
compared with the radius of investigation, the permeability
of the outer region will be obtained by transient data
analysis; the skin factor will reflect the presence of the inner
bank.

For very small injected volumes, the Hazebroek-
Rainbow-Matthews technique is probably superior to nor-
mal techniques for estimating permeability of the inner zone
and actual damage skin factor — when the important
assumption of constant pressure at the outer edge of the
oil bank is satisfied. For systems with large injection vol-
umes, normal analysis methods should provide equally
reliable data, with the possible exception of estimates
of average reservoir pressure. In that case, the Haze-
broek-Rainbow-Matthews method (or equivalently, the
extended Muskat method) should be used for estimating
average pressure if the methods of Section 7.4 cannot be
applied. The following analysis approach!™® is preferred
for fluid-filled systems, when it is applicable, to that of
Hazebroek, Rainbow, and Matthews.

Fig. 7.14 shows typical expected injection well falloff
behavior in a two-bank system, as presented by Merrill,

B
o
T

o
Q
I

Mo
Az
[ e fe
(erdz |(3) oi
3 r
2 ' ng .
i i z{g_.g o 120
o 1 1 1 1 L L 1 1
0= 0% 10 10* o | o 102 10® 0%
DIMENSIONLESS TIME, "
Atpp = 00002637 Nt/ [(dey)iral

N
o
I

DIMENSIONLESS PRESSURE,
Pp = (P -pws /412 qB/ X\ h)
o
T T

Fig. 7.14 Simulated pressure falloff data for a two-zonc system.
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Kazemi, and Gogarty'® for a liquid-filled system. The three
falloff curves apply for a mobility ratio [M = AJA, =
{kfp.);!(km)g} of 10 between the first and second bank; there
is no third bank. The three curves apply for different ratios of
porosity-compressibility product (¢e,) between the two
zones. Wellbore storage effects are included. The “*A”
portion of Fig. 7.14 is dominated by wellbore storage ef-
fects; the **B’" portion is a semilog straight line that provides
information about the injected fluid bank, Region 1; the
“*C"" portion is a transition as the second fluid bank begins to
exert its influence on the falloff behavior; and the D’
portion of the curve includes a second semilog straight line
whose slope is determined by properties of Regions 1 and 2.

Merrill, Kazemi, and Gogarty'® propose methods for
estimating both the location of the front of Region 1 in Fig.
7.13 and the permeability of the two fluid banks in a two-
zone system. Their approach does not require previous
knowledge of the mobility ratio, although an estimate of the
e, ratio must be available. The data presented in Ref. 18
and here are based on computer simulations for which rrolry,
> 50. Practically speaking, if rp/r;, > 10, the techniques
probably still apply. However, for lower values of ry./ry,,
chances of successful analysis are poor. The Merrill-
Kazemi-Gogarty approach differs from the Hazebroek-
Rainbow-Matthews approach in that it requires knowledge
of neither the mobility ratio nor the location of the interior
fluid front.

Merrill, Kazemi, and Gogarty'® proposed two ways for
estimating the distance to the front of Region | from ap, Vs
log At plot of falloff data. One approach is to use the
extrapolated intersection time of the two semilog straight
lines on the MDH plot, At,,, with

_ [0:0002637 k7w, Az,
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Fig. 7.15 correlates Aty with the ratio of the two semilog
slopes from the falloff curve and the ¢c, ratio in the two fluid
banks. The second method uses the point of deviation of the
observed pressure data from the first semilog straight line,
ﬁfn*, with

- \l 0.0002637 (k/p), Aty *
n= 4 — = S

Atpn*

Merrill, Kazemi, and Gogarty'® show that 0. 13 < Az, * <
1.39, with an average value of 0.389. This agrees quite well
with an interpretive rule of thumb that the water-bank (first
bank) slope normally will be valid to a time equivalent to
Alpr, (based onry,, see Fig. 7.13) of about 0.25. Atp,,* does
not correlate well with slope and specific storage ratios, so
we do not recommend using Eq. 7.17 unless insufficient
data are available to estimate At,, for use in Eq.7.16.

The permeability in the injected fluid bank may be esti-
mated from the slope (+m,) of the first semilog straight line
and Eq. 7.9. Skin factor is estimated fromm, p,y,,, and Eq.
7.10. If rp, > 10ry,, the mobility in the second zone may be
estimated from

E = (H‘u'_)' 718
LI TO—— e

where the mobility ratio, (A,/A,), is from either Fig. 7.16 or
Fig. 7.17."% If both semilog straight lines appear and if it is
possible to estimate the ratio of specific storage capacities, it
is possible to estimate mobility or permeability in each zone.
A common error in transient test analysis is to assume that
each slope indicates the mobility of a particular fluid zone.
Figs. 7.14,7.16,and 7.17, and Eq. 7.18 clearly show this is
not the case for the second zone. Further modifications are
needed when ry, < 10r,,, even for a liquid-filled, two-bank
system. Unfortunately, it seems that reservoir simulation
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approaches are required for analysis of that common
situation.

Merrill, Kazemi, and Gogarty' suggest a way to estimate
the maximum wellbore storage coefficient that still allows
the first semilog straight line to be observed. By using their
approach, but substituting Eq. 2.22b as the criterion for the
end of wellbore storage effects for pressure falloff testing,
we see that

C<59x%107 ("‘) hAt* e oM (7.19)
1

I
for the first semilog straight line to be detected. Eq. 7.19
allows for about 1 cycle of semilog straight line between
die-out of afterflow and initial deviation caused by second-
bank effects. That is a difficult criterion to achieve, espe-
cially if the boundary between the first and second banks is
relatively close to the injection well.

Example 7.5 Pressure Falloff Analysis in a
Two-Zone System

Fig. 7.18 is a semilog plot of simulated falloff data for a
two-zone waterflood from Merrill, Kazemi, and Gogarty.'®
Data used in the simulation were

r.=025f1
rr = 30 ft
res =r, = 3,600 ft, s0 reyfre, = 120
(k/w), = X\, = 100 md/cp
(k/m)s = Xy = 50 md/cp
(be), = 8.95 X 10~ psi!
(), =1.54 X 1075 psi !

4 = —400 STB/D
B, = 1.0RB/STB
h =201t

s=0

C=0.

Since the data were simulated with no wellbore storage
effect, we need not make the log-log data plot. Fig. 7.18, the
MDH plot of the data, shows thatm, = —32.5 psi/cycle and
m, = —60.1 psifeycle. Also,

mehm, = —60.1/(—32.5) = 1.85,
and
() /(de)s =8.95 X 10-7/1.54 X 1078
=0.581.
To estimate k/u for Region 1 we use Eq. 7.9:

(fi) — 162.6(—400)(1.0) — 100 md/cp.
M/ (—32.5)(20)

the correct result.
To estimate (k/p), we enter Fig. 7.17 with the slope and
¢, ratios above and read A /A, = 2.0. Then, from Eq. 7. 18,
k) =100 — 50 md/cp.
K)o 2.0
We may use either Eq. 7.16 or Eq. 7.17 to estimate the
location of the front of the water bank, From Fig. 7.18, the
falloff plot, Aty = 0.095 hour and Az * = 0.013 hour.

ADVANCES IN WELL TEST ANALYSIS
Using Fig. 7.15 with my/m, = 1.85 and ($c,)o/(dc,), =
0.58, we get Aty = 3.05. Using Eq. 7.16,

11y = [ (Q:0002637)(100)0.095) _ 30,

(8.95 x 1077)(3.05)

the value set in the simulation. To use Eq. 7.17 we must
assume a value or a range for tpp*. Using 0.13 = 1pp* =
1.39 and 1, * = 0.389, we get

54>rp > 17,
and
Tr=31ft

In this case the average value of 1,,,* gave quite acceptable
results, but that may be a coincidence.'®

Although there is no wellbore storage in this example, we
can estimate the maximum wellbore storage coefficient that
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would not have obscured the first straight line on Fig, 7.18.
Using Eq. 7.19 withs = 0,

C=5.9% 1077 (100)(20)(0.013)et=0-1410)
= 1,53 x 1077 RB/psi.

If we assume that the wellbore is full of water of compressi-
bility, ¢,, = 3.0 X 107% psi~', then from Eq. 2.17,

Vi P2 % 10T g

3.0x 106
Thus, if the well is completed with 2-in. tubing on a packer
(¥, = 0.004 bbl/ft), the maximum depth to meet the restric-
tion on the wellbore storage coefficient would be about
1,300 ft — and this is assuming zero skin. For 3-in. tubing
the depth must not exceed about 570 ft. If the skin factor had
been 5.0, the depths for 2- and 3-in. tubing would be 635 and
282 ft, respectively,

This material applies to composite systems with two ra-
dial fluid zones, with the second zone large compared with
the first. Based on a study of three-zone systems, Merrill,
Kazemi. and Gogarty'® conclude that the only useful infor-
mation obtainable in such reservoirs is the mobility of the
first zone and a rough estimate of its extent if there is a
distinet contrast of mobility ratios, Reliable estimates of the
mobilities and the locations of the second and third zones
cannot be made with currently available technology. It is
likely that the only way such estimates could be made would
be by a matching process using a reservoir simulator such as
that discussed in Ref. 17.

Merrill, Kazemi, and Gogarty'® and Dowdle!® propose
methods for estimating the water saturation in the injected-
fluid zone by combining Eq. 7.16, Fig. 7.15, and the
material-balance equation. These methods apply at a fairly
early stage of water injection into a previously liquid-filled
reservoir as a result of the restriction ry, > 107;,.

Type-curve matching may be applied to composite sys-
tems under certain circumstances. Bixel and van Poollen'®
propose such a method for analyzing pressure buildup tests
with widely varying ¢, and k/u ratios where the second
zone is large.

One characteristic of water injection with a non-unit mo-
bility ratio is that the injectivity tends to change as water
enters the formation.* During the early stages of injection,
this will appear as a changing skin factor. When enough
fluid is injected to form a significantly large fluid bank
around the injection well, the mobility of that bank will be
detected by transient tests, and skin factor computed from
the first-bank slope should not change unless the injected
fuid is actually damaging or stimulating the wellbore.

7.6 A Pragmatic Approach to Falloff Test Analysis

From a practical point of view, a stepwise approach to
pressure falloff analysis usually can be applied with accept-
able results. The procedure is as follows:

I. Plot log Ap vs log Ar to determine when wellbore
storage cffects cease to be important. Use that plot to select
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the semilog straight line for the following step.

2. Regardless of the mobility ratio and whether the reser-
voir is filled up or not, make the MDH plot, Choose what
appears to be the correct semilog straight line and estimate
permeability and skin factor.

3. Calculate the expected end of the semilog straight line,
assuming that it corresponds to

Bl e QN0 & Lo A e i a e aes S i3 (7.20)

Thus, the approximate end time of the semilog straight line
may be estimated from

Ars = 950 (Be) i
a (k/ ),y
where (k/p), is estimated from the MDH slope and ry, is
estimated independently such as by material balance. Eq.
7.21 1s a reasonable rule-of-thumb estimate for both unfilled
and filled systems operating at steady or pseudosteady con-
ditions before shut-in.

4. If the apparent end of the MDH straight line does not
correspond approximately to the time estimated in Step 3,
additional steps can be taken to complete the process. This
might include using the Horer method with 7, computed by
normal methods, and 1,,, computed from (£;4),. using the
arca to the front of the oil bank. Also, the Hazebroek-
Rainbow-Matthews method could be applied at this point, if
necessary.,

5. The average pressure, p, may be estimated using the
Matthews-Brons-Hazebroek, Fig. 7.12, or Hazebroek-
Rainbow-Matthews (extended Muskat plot) methods. When
the oil bank is relatively thin, the mobility ratio is near unity,
and wellbore effects have died out, a simple Dietz-type
extrapolation of the MDH straight line equivalent to a di-
mensionless time of 0.445 (based on radius of the oil bank)
may be made (o estimate p;

__ 1690 (o), s’
a0z (k/p),

Eq. 7.22 can give a reasonable estimate of the reservoir
pressure at the leading edge of the oil bank, assuming a
constant pressure beyond that point.

6. When applicable, the Merrill-Kazemi-Gogarty'*
method can be used to estimate the second-bank mobility.

There can be errors in all the methods because of impre-
cise boundary conditions and assumptions used in deriving
those techniques. Generally. the MDH method does give
quite good values for mobility, unless the mobility ratio
between the banks varies significantly from unity and the
inner and outer banks are about the same size. The
Hazebroek-Rainbow-Matthews approach is a late-time
method based on a constant-pressure outer boundary condi-
tion. The worst errors in application of that method can be
expected to occur when #;45, << 0.44. The calculation of the
dimensionless time can prevent or reveal such application.

5 NIRRT e (7.21)

s EINE mssemiscr sy & (7.22)

1.7 Series-of-Steady-State Analysis

Hall*" proposed a technique for analyzing injection wells
that basically assumes a series of steady-state injection
conditions. Required data are cumulative volume injected
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and a good record of injection pressure. The technique
presented here is a modified version of Hall's technique . 2°
Eq. 2.2 is written for steady-state flow conditions and p, is
assumed to be independent of time. That assumption is not
correct for long periods of time, but it is a workable approx-
imation over reasonable time periods and does provide a
simple method for monitoring injection-well performance.
Using the constant p;, assumption, both sides of Eq. 2,2 can
be multiplied by dr and integrated from time 0 to time r. The
result is

t

[p"_,mup, Gt g 139
: §
0

where W, is the cumulative fluid injected at time 1, a positive
number. Usually, the integral on the left side of Eq. 7.23 can
be approximated by a summation using wellhead pressure,
s plus a constant fluid head term, Apy,., to approximate
bottom-hole pressure, p,,,. Alternatively, it can be evaluated
by planimetering a graph of injection pressure vs time. If p,.,
on the left side of Eq. 7.23 is approximated by the surface
injection pressure plus a constant fluid head term, the equa-
tion may be written as

I

f Pudt = (pe = Applt = E Eii(%h) Wi,
1

0

where Ap;,. is the constant fluid head between surface and
bottom hole. If (p, — Apye)r is small compared with the
integral in Eq. 7.24, as it often is for pumped-off water-
floods, a plot of the integral (or its approximation) vs
cumulative water injection (called a **Hall plot’") should
give a straight line with slope

2 9
My = ‘4!'-*; ;F’f’*'_" ST0:105) DR (1.25)
as illustrated in Fig. 7.19. Eq. 7.25 assumes the integral
term has units psi X days (not hours). If p, and s are known,
we should be able to estimate k/p from Eq. 7.25. Or, if
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Fig. 7.19 Hall plot for a water injection well showing the effects
of stimulation, Example 7.6.
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pn and k/p are known, we should be able to estimate s.
However, we must obtain at least k/u or s from a transient
test to use Eq. 7.25 and we must be able to estimate pj,. If
(Pe — Opuedt is about 15 percent or more of the integral,
its effect should be included in the data plot, or serious
uantitative errors can result. In most cases, little error is
caused by neglecting (p. — Apy,). The error may be esti-
mated by using two or three values in making the plot and
observing the effect.

The major benefit of the Hall plot is not from the single
straight line, but from changes in the slope of the line.
Changes in the slope of the Hall plot can be caused by
changes ink/u. s, or py. In any fluid injection operation, we
expect k/p to change in the vicinity of the well as fluid is
injected and as the gas volume in the reservoir is filled up.
As that happens, both k/p and py, change. In addition, p, may
change as a result of changes in operating practices or the
addition of new offset production wells. Actual changes in
the skin factor will also affect the slope of the Hall plot.
Since Eq. 2.10 indicates that any change in permeability in
the vicinity of the wellbore can be expressed as skin, we
choose to show how to use the Hall plot to estimate changes
in skin factor. Nevertheless, the plot can be used to estimate
changes in any of the quantities of the right side of Eq. 7.25.
The change in skin factor is estimated from the change in
slope of the Hall plot:

kh
§2=8, + 2 e =) 5 e see s (7.26)
2 1 |412M { HZ II!]

where k/p is supplied from transient test data. Another
approach is to use the two slopes on a Hall plot, such as in
Fig. 7.19, to estimate the ratio of the new flow efficiency to
the old flow efficiency:

Efz = Mu

Ly, Mz

R (7.27)

While always in the right directipn, the amount of change in
the flow efficiency can be somewhat distorted if p,, used in
the Hall plot is significantly different from the true differen-
tial (p,r — po); thatis, if (pe — Apu) = 0.15 pyy.

Example 7.6 Hall Method Steady-State Analysis

Fig. 7.19 is a Hall plot for a water injection well in a
1,000-ft deep, filled-up Illinois reservoir. In that reservoir
(po — Apy) is very small compared with gz, S0 the data plot
shown is adequate. The injection well was shot with nitro-
glycerin on completion. It was stimulated with micellar
solution®! after a cumulative water injection of about 15,000
bbl. From transient testing before stimulation,

(“‘) — 280 md fi/cp,
K/
and
s, =-1.12,
From transient testing several weeks after stimulation,

(ﬁ') = 290 md ft/cp.
n

o
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and
Sy=—2.3,
From Fig. 7.19,
my, = 1.9 psi/(B/D),
and

Mys = ] .2 pS]J'J(BJ"D).
Applying Eq. 7.26,
280

=124 =22 (1.2= 1.9)
: 141.2 '
=-=2.5.
This compares favorably with s = —2.3 determined by
transient testing several weeks after stimulation,

Muskat** has devised a method for analyzing water injec-
tion well data when the injection pressure, p,., is constant.
He suggests that a plot of 1/g, where g is the time varying
injection rate, vs log W;, where W, is the cumulative volume
injected, should be a straight line. The slope of the line is
related to the permeability of the injected fluid, while the
intercept is related to mobility ratio and saturations in the
various bank areas.

7.8 Step-Rate Testing

A step-rate injectivity test is normally used to estimate
fracture pressure in an injection well.23 Such information is
useful in waterfloods and is critically important in tertiary
floods where it is important to avoid injecting expensive
fluids through uncontrolled, artificially induced fractures.

A step-rate injectivity test is simple, inexpensive, and
fast. Fluid is injected at a series of increasing rates, with
cach rate preferably lasting the same length of time. In
relatively low-permeability formations (k < 5 md), each
injection rate should last about 1 hour; 30-minute injection
times are adequate for formations with permeability exceed-
ing 10 md.?? As few as four rates may be used, but normally
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Fig. 7.20 Step-rate injectivity data piot for Example 7.7.
Data of Felsenthal .23
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TABLE 7.2—PRESSURE AND RATE DATA FOR A STEP-RATE
INJECTIVITY TEST,*® EXAMPLE 7.6.

t q Pir > term, (p, — pinllq
{hours} (STB/D) (psi) Eg. 4.1 (psi/STB/D)
0 0 642 — -
0.5 100 720 -0.301 0.780
1.0 =100 730 0.000 0.880
1.5 -250 856 -0.110 0.856
2.0 -250 874 0.120 0.928
2:25 -750 1,143 -0.335 0.668
2.50 —750 1,182 -0.112 0.720
3.00 -750 1,216 0.124 0.765
4.00 1,150 1,450 0.2486 0.703

six, seven, or eightrates are preferred. The analysis consists
of plotting injection pressure at the end of each rate vs
injection rate. It is preferable to plot bottom-hole pressure,
but surface pressure may be used if it is positive throughout
the test and friction effects are not significant. The plot
should have two straight-line segments, as illustrated in Fig.
7.20. The break in the line indicates formation fracture
pressure. (Unfortunately, it can also indicate the breakdown
pressure of the cement bond. When the cement bond fails,
the slope of the second straight line in Fig. 7.20 usually
continues below the fracture pressure as the rate is de-
creased.) The fracture pressure may vary depending on fluid
saturation conditions in the formation and long-term varia-
tions in reservoir pressure level with time.2?

Pressure data taken during each rate may be analyzed with
a multiple-rate transient technique (Section 4.2) to estimate
formation permeability and skin factor. Eqgs. 4.1, 4.4, and
4.5 can be used, providing the effective wellbore radius was
not already large because of previous fracture stimulation,
thus making the line-source log approximation an inappro-
priate solution,

Example 7.7 Step-Rate Analysis

Felsenthal* provides the data in Table 7.2 for a step-rate
test in a reservoir with the following properties:

B, =1.0RB/STB
e =0.45¢p
h =270 ft
¢ =0.186
c=1.5% 1073 psi!
ro.=0.25ft

Depth = 7,260 ft
Injected-fluid pressure gradient = 0.433 psi/ft.

Fig. 7.20 shows the normal step-rate data plot, py vs q.
The break in the data indicates a surface fracture pressure of
about 1,000 psi. The fracture gradient is estimated by divid-
ing the bottom-hole fracture pressure by the depth. The
fracture gradient is

[(0.433)(7,260) + 1,000]/7,260 = 0.57 psi/ft.

The data in Table 7.2 also may be analyzed for formation
properties by using the methods described in Section 4.2.
The two right-hand columns in Table 7.2 contain the data to
be plotted according to Eq. 4.1. Fig. 7.21 shows the data
plot. The first four points, for the rates before the fracture
was induced, fall on the expected straight line. That line has
the properties
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m' = 0.357 [ psi/(STB/D) | /cycle,
and
b' = 0.885 psi/(STB/D).
We estimate formation permeability from Eq. 4.4:

g = (162.6)(1.000.45) _ g 56

(0.357)(270)

The skin factor is estimated from Eq. 4.5:

s=1.151310:885
0.357

g [_ 076
| (0.186)(0.45)(1.5 x 107)(0.25)?
+ 3.2275}

==1.5.

In Fig. 7.21, the data points for ¢ = =750 and ¢ =
— 1,150 STB/D do not fall on the straight line. Those points
correspond to data taken after the formation fractured (see
Fig. 7.20). They do not fall on the initial straight linc in Eq.
7.25 because the assumptions of radial, infinite-acting flow
(used in Eq. 4.1) are not satisfied after the formation is

fractured.

In this muitiple-rate analysis, we have assumed a unit
mobility ratio; there are no data to indicate the accuracy of

that assumption.
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